magpar
version 0.9 build 3061M

Generated by Doxygen 1.6.3

Tue Apr 20 11:54:17 2010






Contents

1 magpar - Parallel Finite Element Micromagnetics Package

1.1 Documentation . . . . . . . . . . . . e e e e e e
1.2 License . . . . . . . e
1.3 Acknowledgment . . . . . . . . ...

2 Introduction

3 Features

4 ChangeLog

5 Structure

5.1 Diagrams . . . . .. L e e e e e
5.2 Main program . . . . . .. ..o e e e e e e e e e e
5.3 Initialization . . . . . . ... e
5.3.1 Serialpart . . . . . .o e
5.32 Parallelpart . . . . . . .. e e
54 Solutionloop . . . . . .. e e e e
5.4.1 Field and energy calculation . . . . . ... .. .. ... L.
5.4.2  Energy minimization . . . . . . . . . ... .o e e
543 LLGtme integration . . . . . . . . . .ottt e e e e e
5.5 Finalizing . . . . . ... e e
5.6 GridData: Global datastructure . . . . . . . . .. ...

6 Performance

7 Supported Machines

8 Required Software
8.1 BLAS/LAPACK . . . . .

15
16
16
17
17
17
17
18
18
18
18
18

19

23



ii CONTENTS
8.3 SUNDIALS . . . . 26
84 PETSC . . . . . e e 26
8.5 Optional Packages . . . . .. .. ... ... 27
8.6 ParMETIS . . . . . . . . e 27

8.6.1 TAO . . . . . 27
8.6.2 zlib . . . e 27
8.6.3 libpng . . . . . . e e 27
8.6.4 hypre . . . . . . e 27
8.6.5 SuperLU . . . . . . 27
8.7 Copyright . . . . . . e 28

9 Licenses 29
O.1 magpar . . . . . . ... 30
02 Atlas . . . . . 30
0.3 LAPACK . . . e 30
0.4 MPL . . . . e e 30
0.5 ParMetis . . . . . . . .. e e e 30
9.6 SUNDIALS . . . . . . e 31
9.7 PETScC . . . . e 32
0.8 TAO . . . . e 32
0.9 zlib . . .. e 33
0.10 Iibpng . . . . o o e e 33

10 GNU General Public License 35

11 Installation 41
I11.1 Configuration . . . . . . . . . . 0 i e e e e e 42
11.2 Automated Installation . . . . . . . . . . . L e 43
11.3 Manual Installation . . . . . . . . . . . L 43
11.4 ATLAS . . o 43
11.5 LAPACK . . . o 44
11.6 MPL . . . . e 45

11.6.1 MPICH2 . . . . . . . e e 45
117 ParMetis . . . . . . o o e e e e e e 45
11.8 SUNDIALS . . . . . e 46
11.9 PETSc . . . . o o e 46
TLI0TAO . . o o 47
TT.11zZHb . oo o e 47

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



CONTENTS iii
TLI2Ibpng . . . o o e e e 47
T1.13magpar . . . . . o e e e e e e 48

12 Makefile system 49
12.1 Makefile . . . . . . ... 50
12.2 Makefile.dn . . . . . .. e 51
12.3 Makefile.n.defaults . . . . . . . . .. L 53
12.4 Makefile.in.host_debian . . . . . . . . . ... 56
12.5 Makefile.in.host_oldlibs . . . . . . . . .. e 57
12.6 Makefilefiles . . . . . . . .. 57
12.7 Makefiledlibs . . . . . ... 60

13 FAQ 71
13.1 Successfulinstallations . . . . . . . ... ... . e 72
132 64-bitLinux . . . . . . . ... 74

13.2.1 Solution 1. . . . ... .. 74
1322 Solution2 . . . . . . . L 74
133 Intel compilers . . . . . . . L 75
13.4 Apple Macintosh runningMac OS X . . . . . . . .. ... L 75
13.4.1 Solution 1 . . . . . . . oL 76
1342 Solution2 . . . . . . .. 76
13.5 Optimized BLAS libraries . . . . . . . . . . . . . e 77
13.6 Precompiled packages on Ubuntu/Debian . . . . . . ... ... ... .. ... ...... 78
13.7 Compiling LAPACK on RedHat9 exits withanerror . . . . ... ... ... ....... 78
13.8 PETSc does not compile on RedHat 6.2 with BOPT=g_c++ or BOPT=0_c++ . . . . . .. 79
13.9 DEC/Compag/hp Alpha machines running OSF/1, Tru64 . . . . . ... ... ... .... 79
13.9.1 Problems linking various libraries with "ar" . . . . ... ... ... ... ... .. 79
13.9.2 Problems with snprintf . . . . . . .. ... oL 79
13.9.3 Compiling ParMetis . . . . . . . . ... 80
13.9.4 Compiling SUNDIALS version 2.1 . . . . . ... ... .. ... .. ...... 80
13.9.5 Compiling SUNDIALS version 1.0 . . . . . . ... ... ... .. ... ..... 80
13.9.6 Compiling PETSc2.3.0 . . . . . . . . . e 81
13.9.7 Compiling PETSc 2.2.1 andearlier . . . ... ... ... ... .. ........ 81
13.9.8 Compilinglibpng . . . . . . . . .. 81
13.9.9 Compiling magpar . . . . .. . .. ... e 81
13.10magpar crashes with a segmentation violation . . . . . . . .. ... ... ... ... ... 82
13.11Single precision arithmetics . . . . . . . . . . . . ... o 82

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



iv CONTENTS
13.12Single processor version without MPI . . . . . . .. .. ... o000 82
13.12.1ParMetis . . . . . ..o 83
13.122SUNDIALS . . . 83
13.123PETSC . . . o 83
13.13Compiling magpar in Cygwin for Windows . . . . . . . .. ... ... ... .. ..... 83
13.14Compiling magpar using the MinGW compilers in Cygwin . . . . . . ... .. ... ... 84
13.15Running magpar on Windows . . . . . . . . ... e 86
13.16Graphical User Interface for Windows . . . . . . .. ... ... ... ... .. .. ... 87
13.17Installing Python . . . . . . . . ... 88
13.18 Additional solvers and libraries for PETSc . . . . . . . . .. ... ... ... 88
13.18.1hypre . . . . . . e 88
13.182SuperLU . . . . . . 89
13.19Links to other FAQs, troubleshooting guides . . . . . . . ... ... ... ... .. .... 89
13.20What is "magpar” worth (atleast;-) ? . . . . . . .. L 89
13.210ther micromagnetics software . . . . . . . . . . . ... e e 89
13.22Installation of old library versions . . . . . . . .. ... o 90
13221 MPICHL . . . . e 90
13222LAM/MPL . . Lo 90
13.23How does boundary matrix size scale with mesh length? . . . ... ... ... ... ... 90
13.24Interpolating in a tetrahedral mesh with barycentric coordinates . . . . . . . .. . ... .. 91

14 Preprocessing 93
14.1 Gmsh . . ... 94
14.1.1 Optimizingmeshes . . . . . . . . .. .. ... 95

14.1.2 Command-line meshing . . . . . .. ... ... .. ... ... ... ... . 95

142 NETGEN . . . . 96
14.3 Salome . . . . .. 96
144 GID . . .. 96
145 MSC.Patran . . . . . . . . ... 98

15 Input Files for Simulations 929
15.1 allopt.txt: simulation parameters . . . . . . . . . . . . . it 100
15.2 project.krn: material properties . . . . . . . . ... L. 100
15.3 project.kst: magnetoelastic properties . . . . . ... ... oL 101
15.4 project.inp, project.out: finite elementmesh . . . . . . . .. ... oL 102
15.5 project.0001.inp: initial magnetization distribution . . . . . .. ... ... ... 102

16 allopt.txt 103

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



CONTENTS v
16.1 allOpt.tXt . . . v o o e e e e e e e e e e e e e 104
16.2 allopt_log.tXt . . . . . o v e e e e e 112
16.3 allopt_rettXt . . . . . . . o o e e e e e e e e e 115

17 Output Files of Simulations 117
17.1 project.INP.X.png . . . . . . . . o e 118
17.2 projectINP.d . . . . . . . e 118
17.3 projectINPdatmsh . . . . . . . .. . . . 118
17.4 projectINPAfedat . . . . . . . . . . e 119

174.1 nodedata . . . . ... ... .. ... 119

17.42 elementdata . . . . . . .. ... 119
17.5 projectINPfelog . . . . . . . . . . .. 119
17.6 projectINPfemsh . . . . . . . . . . .. 120
17.7 projectINP.gz . . . . . . . . o 120
17.8 projectINPIND . . . . . . . e e e 121
17.9 projectdog . . . . . . o e e e 121
17.10project.log_pvode . . . . . . . . L e e e e 121
17.11project.log_ PID . . . . . . . . . o 122
17.12stdout . . . . oo e e e 122
17.13project.9999.x . . . . . e e 122

18 Examples 123
18.1 Download . . . . . . . . .. 124
18.2 Sphere . . . . . . . . e e e e 124

18.2.1 sphere_demag: Demagnetizing field . . . . . . . .. ... ... ... ... ... . 125
18.2.2 sphere_larmor: Larmor precession . . . . . . . . . . .. .. ... 126
18.2.3 sphere_sw: Stoner-Wohlfarth behavior. . . . . ... ... ... ... ... 127
18.2.4 sphere_cubic: Single domain particle with cubic anisotropy . . . . . . .. .. .. 128

18.3 iface: Domain wall pinning . . . . . . . . . ... o 128
18.4 mumag3: mumag standard problem#3 . . . . . . .. ... L L oL 130
18.5 mumag3b: mumag standard problem #3 with2cubes . . . . . .. ... ... ... ... 131
18.6 nanodot: Nanodot . . . . . . . . . . .. e 131
18.7 nanodot_demag: Nanodot demagenergy . . . . . . . . . . ... ... ... ....... 133
18.8 stress: Magnetoelastic effects on domain structure . . . . . . . ... .. ... L. 134
18.9 thinfilm: Thin magnetic film . . . . . . . . . . ... ... 135
18.10Running a simulation in parallel . . . . . . .. ... ... L oo 136
19 Postprocessing 137

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



vi

CONTENTS

19.1 PNGfiles . . .. ... ... ... ... ... .. .. ....
19.2 SamplingLine . . . . . .. ... ... ... ...
193 LogFile . . . . . .. ...
194 UCDf/inpFiles . . . . ... ... ... ...
19.5 Visualization Tools . . . . . ... ... ... ... .....
1951 Grace . . ... ... ... . ...
19.52 gnuplot . . . .. ... ..
19.53 ParaView . . . ... ... ... ... ... ...
19.54 Mayavi . . .. ... ..
1955 OpenDX . . ... ... ..o
19.5.6 MicroAVS . . . . ...
1957 AVS . . o oL
1958 GiD . . ... ...

20 Tools

20.1 gmsh: gmshtoucd.py . . ... .. ... ... ... ...
20.2 gmsh: msh2inpawk . . . . .. ... ... oL
20.3 ngtoucd.py . ..o
204 vtktools . . . . ..
20.5 opendx: converter, visual program . . . . . ... ... ...
20.6 shutil: shell scripts . . . . . .. ... ... ...
20.7 gid: GiD inp problemtype . . .. ... .. ... ... ...

21 Publications

22 Programming, Debugging, Bug Reporting

22.1 General programming guidelines . . . . . . . ... ... ..
222 Debugging . . . . . . ...
22.3 Guidelines forbugreports . . . . . ... .. ... ... ..

23 Directory Hierarchy

23.1 DIrectories . . . . . . o v i i e e e e e e

24 Data Structure Index

24.1 Data Structures . . . . . . . . ... . e

25 Directory Documentation

25.1 emini/ Directory Reference . . . . ... ... ... .. ...

25.2 field/ Directory Reference . . . . . ... ... ... .. ...

145

159

................ 160
................ 161
................ 161

163

................ 163

165

................ 165

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



CONTENTS vii

25.3 tools/gmsh/ Directory Reference . . . . . . . . .. ... . ... ... ... . ... 169
25.4 init/ Directory Reference . . . . . . . . . . . L o 170
25.5 io/ Directory Reference . . . . . . . . . .. 171
25.6 llg/ Directory Reference . . . . . . . . . . . . . ... 172
25.7 tools/ngtoucd/ Directory Reference . . . . . . . . .. ... L o L. 173
25.8 png/ Directory Reference . . . . . . . . . . . ... 174
25.9 pytools/ Directory Reference . . . . . . . . . ... ... 175
25.10tools/ Directory Reference . . . . . . . . . . ... o 176
25.11util/ Directory Reference . . . . . . . . . . . .. 177
26 Data Structure Documentation 179
26.1 GridData Struct Reference . . . . . . . . . . ... 179
26.1.1 Field Documentation . . . . . . . . . . . . . . e 180
26.1.1.1 bndfacvert . . . . . . . . ... 180

26.1.1.2 Edem . . . . . . . . e 180

26.1.1.3 Eexchani . . . . . ... . . 180

26.1.1.4 Eext . . . . .. e 180

26.1.1.5 elel2g . . . . . 180

26.1.1.6 elenewproc . . . . . . . ... e 181

26.1.1.7 elenmax . . . . . . ... e 181

26.1.1.8 eleprop . . . . . . . 181

26.1.1.9 elevert . . . . . . . 181

26.1.1.10 elevol . . . . . .. e 181

26.1.1. 11 equil . . . .o e 181

26.1.1.12 escale . . . ... 181

26,1113 Etot . . . . . o e 181

26.1.1.14 hscale . . . . . . . L 181
20.1.1.15100p . . . .o e e 181

26.1.1.16 lenscale . . . . . . . ... e 181

26.1.1.17 In_bnd_fac . . . . . . . ... 182

26.1.1.18 In_ele . . . . . . e 182

26.1.1.19 In_vert . . . . . . e 182

26.1.1.20 M. . L e 182

26.1.1.21 mode . . . . ... e 182

26.1.122 n bnd fac . . . . .. .. 182

26.1.1.23 n_ele . . . ... 182

20.1.1.24 n_Prop . . . .o e e e e e e e e 182

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



viii CONTENTS
26.1.1.25 novert ... 182

26.1.1.26 n_vert._ bnd . . . . ..., 182

26.1.1.27 propdat . . . . ... e e e 182

26.1.1.28 SIMNAME . . . . . . oo e e e e e e 183

26.1.1.29 time . . . . ... e e e e 183

26.1.1.30 totvol . . . .. 183

26.1.131 tscale . . . . . . L. 183

26.1.1.32 vequil . . ..o 183

26.1.1.33 vertbndg2bnd . . . . . .. L. 183

26.1.1.34 vertl2g . . ..o 183

26.1.1.35 VEertnewproC . . . . . . . .t i i e e e e e e e 183

26.1.1.36 VEItPIOp . .« o v v o e e e e e e e e e 183

26.1.1.37 vertvol . . . ... 183

201138 VErtXyz . . . . . . . 183

26.1.1.39 VHdem . . . . .. ... e 184

26.1.1.40 VHexchani . . . . . . .. ... .. L 184

26.1.1.41 VHext . . . . . . o e 184

26.1.1.42 VHIOt . . . . . . . e 184

26.1.143 VM3 . . . . . 184

26.2 magpar_scripts::Line Class Reference . . . . . . ... ... ... ... ... ....... 185
26.3 magpar_scripts::Polygon Class Reference . . . . . ... ... ... ... .. ....... 186
26.4 magpar_scripts::Segment Class Reference . . . . . . .. ... ... ... ... ...... 187
26.5 magpar_scripts::Test_external_field_wire Class Reference . . . . .. .. ... ... ... 188
26.6 magpar_scripts::TestBiotSavart Class Reference . . . . . . . ... ... ... ... .... 189
26.7 magpar_scripts:: TestLineClass Class Reference . . . . . . ... ... ... ... .. ... 190
26.8 magpar_scripts::TestPolygonClass Class Reference . . . . . . .. ... ... ... .... 191
26.9 magpar_scripts::TestVectorClass Class Reference . . . . . . .. ... ... ... ..... 192
26.10magpar_scripts::Vector Class Reference . . . . . . . .. ... ... ... ... ...... 193
26.10.1 Detailed Description . . . . . . . . . ..o 193

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



Chapter 1

magpar - Parallel Finite Element
Micromagnetics Package

Author

Werner Scholz
http://www.magpar.net/

Version
#define MAGPAR_VERSION "0.9"

#define MAGPAR_REVISION "3061M"

Warning

This software is still in experimental stage. Use at your own risk.

1.1 Documentation

If you use magpar and publish results, which have been obtained/derived from its simulations, please cite
the paper given on the Publications page and drop me a note at magpar(at)magpar.net.

¢ Introduction

* Features

* ChangeLog
 Structure

* Performance

» Supported Machines
* Required Software
* Licenses

¢ Installation


http://www.magpar.net/

2 magpar - Parallel Finite Element Micromagnetics Package

* FAQ

* Preprocessing

* Input Files for Simulations
* Qutput Files of Simulations
* Examples

* Postprocessing

* Tools

* Publications

* Programming, Debugging, Bug Reporting

This reference manual is also available in PDF format (without figures though).

1.2 License

magpar is distributed under the terms of the GNU General Public License

Copyright (C) 2002-2010 Werner Scholz

WWW http://www.magpar.net/
email: magpar (at)magpar.net

magpar is free software; you can redistribute it and/or modify

it under the terms of the GNU General Public License as published by
the Free Software Foundation; either version 2 of the License, or
(at your option) any later version.

magpar is distributed in the hope that it will be useful,

but WITHOUT ANY WARRANTY; without even the implied warranty of
MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
GNU General Public License for more details.

You should have received a copy of the GNU General Public License
along with magpar; if not, write to the Free Software
Foundation, Inc., 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA

1.3 Acknowledgment

I would like to gratefully acknowledge the encouragement and support of my supervisors Josef Fidler
and Thomas Schrefl from the Advanced Magnetism Group at the Vienna University of
Technology.

My friends and colleagues Dieter Suess, Rok Dittrich, Hermann Forster, Vassilios Tsiantos and Thorsten
Matthias supported me with many tips and tricks.

In addition I would like to thank Roy Chantrell for his encouragement, which finally motivated me to
implement this package.
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4 Introduction

The properties of modern magnetic materials are strongly influenced by their microstructure. The continu-
ing improvement of the properties of SmCo based magnets has been made possible by additives like Cu and
Zr and a refined processing route and heat treatment, which have a great impact on the resulting cellular
precipitation structure. The typical size of the cells is in the order of 100 nm with an intercellular phase of
around 10 nm. The particle size in magnetic recording tapes is of the same order of magnitude. The typical
grain size in current hard disk storage media is about 8 nm with an intergranular region of about 2 nm for
exchange decoupling of the grains.

These structures are so small that quantum mechanical effects like exchange have to be taken into account.
However, they are too large for a pure quantum mechanical description, which would exceed the capabili-
ties of today’s ab-initio computational models. On this intermediate level between the macroscopic world
and a description with atomic resolution, micromagnetic models have proved to be a useful tool. These
computational models provide great freedom in the choice of experiment conditions and in the variation of
material parameters. In addition to measurements of the remanent magnetization and the coercive field, it
is possible to study the details of the magnetization distribution and the magnetization reversal processes,
which are difficult to investigate experimentally.

In various fields of computer aided engineering like structural analysis, fluid dynamics, and electromagnetic
field computation, as well as micromagnetics the finite element method has been successfully applied.
Especially its flexibility in modeling arbitrary geometries has made it very popular. In the light of the
importance of the microstructure of magnetic materials the finite element method has been chosen for the
implementation of a micromagnetic model.

There are several commercial and open source micromagnetics packages available, however all of them
use the finite difference method. In addition, static energy minimization methods for the study of SmCo
permanent magnets as well as dynamic time integration methods for the investigation of the magnetization
dynamics in magnetic nanoparticles are desirable.

Therefore, a finite element micromagnetics package has been implemented which combines several unique
features:

* Applicability to a variety of static and dynamic micromagnetic problems including uniaxial and
cubic anisotropy, exchange, magnetostatic interactions and external fields

* Flexibility of the finite element method concerning the geometry and accuracy by using unstructured
graded meshes

* Availability due to its design based on free, open source software packages

* Portability to different hardware platforms, which range from simple PCs to massively parallel
supercomputers

* Scalability due to its highly optimized design and efficient libraries

* Versatility by including static energy minimization and dynamic time integration methods
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Features

Micromagnetics (see Input Files for Simulations)

Uniaxial and cubic anisotropy

Exchange

Magnetoelastic effects
Magnetostatic field (hybrid FEM/BEM method)

External field (quasistatic, sweeping, rotating)

Dynamic integration of Landau-Lifshitz-Gilbert equation of motion using the SUNDIALS library
Static energy minimization using the TAO library
Data output (Output Files of Simulations)

— Log files
PNG files
— UCD files

"sampling line"

Mesh import (see Preprocessing)

— MSC.Patran neutral file
— AVS project.inp, project.out: finite element mesh file
— Gmsh , GiD meshes

Mesh analysis (see Output Files of Simulations)

element and node volumes (max,min,avg)

edge lengths (max,min,avg)

element quality check

model bounding box

volume by property id
Mesh distortion: shift, scale mesh; mimic surface/interface roughness

Mesh refinement
full regular refinement before partitioning:

x8" number of nodes and elements for n refinement iterations

Problem independent parallelization (see Performance)

Performance evaluation: timing, profiling (in every subroutine)

Easy activation of optional components

Consistency checking: assert statements

Memory allocation tracking: PetscMalloc, PetscFree, memory usage statistics

C++ compatible: required by TAO
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ChangeLog

* version 0.9 (3061) - April 20, 2010

added Rok Dittrich’s demag energy and demag factor calculator for regular prisms: s_-
demagcalc (2586)

appended suffix to all scripts, e.g. .py, .sh, .awk - helps Windows users (2618)

new command line option -condinp_file_t_ns (allopt.txt) implemented in checkiterationllg.c
(2535,2544)

lock magnetization with alpha=999 in project.krn: material properties (2540)
deactivated mesh partitioning, activated bandwidth optimization by default (2401,2471,2475)

fixed problem where magpar exits too early when hstepfile is used - thanks to a bug report by
Dr. Han (2521)

added Stefan Tibus’s new gmsh: msh2inp.awk (implemented in awk) (2538)

replaced calls to Metis functions by new implementations: Mesh2Nodal(), Mesh2Dual() (this
removes magpar’s dependency on Metis - unless mesh partitioning is used) (2674)

magpar runs in parallel also on Windows: Compiling magpar in Cygwin for Windows
(2696,2712)

new implementation of Karlqvist head field (hext_kq.c) contributed by Josephat Kalezhi (3001-
3004,3008,3024)

new -magdist_llg, -magdist_ns options (add_allopt_txt) (2980)

added example material parameters to project.krn: material properties (2973, 3029)
revised makefiles: split Makefile and separated out Makefile.devel (3021,3026)
update and default to PETSc version 3.0.0 and TAO 1.10 (2706,2711)

removed support for PETSc versions older than 2.3.3 (2400)

removed support for SUNDIALS versions older than 2.3.0 (2400)

removed support for BlockSolve (PETSc 3.1 removed BlockSolve interface)

update for new default library versions: PETSc 3.0.0-p12 (3015), TAO 1.10-p1 (2890), LA-
PACK 3.2.1, MPICH2 1.2.1p1 (3009), zlib 1.2.4 (3009, 3016), libpng 1.4.1 (3016), ParMetis
3.1.1 (2559)

preparations for PETSc 3.1 (still waiting for TAO update) (3014)

new targets in Makefile.libs to simplify Compiling magpar using the MinGW compilers in
Cygwin (3038,3041,3048)

added options for downloading, compiling, activating hypre in PETSc-config-magpar.py (inac-
tive by default) (2519)

improvements to the initialization routines, which can reduce the setup time and memory re-
quirements for large models significantly, especially matrix preallocation for the field matrices
and in facnb.c::FacNB (2562,2564,2571,2583,2585,2697)

various improvements, fixes to documentation, e.g. "Physical Volumes" in Gmsh mod-
els (.geo files) have to start with 1 (Gmsh); reported by Rajmani Gaur - thanks! (2633);
InstallationOnSolarisSPARC described by Stefan Tibus (2770)

updated  list of  Publications  (2705,2708,2984,2926,2959,2998,3031-3036,3043-
3047,3050,3052,3053)

version 0.9rc2 (2916) 2009-12-09
version 0.9rc1 (2735) 2009-08-20

¢ version 0.8 (2383) - Dec. 14, 2008

revised Makefile system (1148,1187,1263-1267,1839,2002,2004)
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— updated documentation, added call and caller graphs (e.g. see main.c), manual in PDF
format, fixed and updated links (1151,1383,1362,1539,1554)

— updated list of Publications (1689,1980,2314,2360), new sections in FAQ : Running magpar on
Windows, How does boundary matrix size scale with mesh length?, Interpolating in a tetrahe-
dral mesh with barycentric coordinates (1617,1814)

— added section on MagParExt, the magpar Graphical User Interface for Windows developed by
Tomasz Blachowicz and Bartlomiej Baron (1595,1597)

— added section on Compiling magpar using the MinGW compilers in Cygwin
(2271,2322,2327,2338)

— fixed field sweep implementation (thanks to patches by Stefan Tibus, Univ. of Konstanz)
(1153); use "-tol 0" with field sweep! (1165)

— new option -condinp_equil_j (allopt.txt) implemented by Stefan Tibus (1690)
— new option -hext_ho_hstepfile (allopt.txt) implemented by Stefan Tibus (1691)

— various fixes and speedups for initialization of exchange and anisotropy field, calculate en-
ergy density, average magnetization based on magnetic volume so airboxes do not skew it
(1158,1170,1262,2128,2169,2242)

— speed up boundary matrix calculation, separated out function bele.c to calculate contributions
to individual matrix elements (1203,1940)

— set new defaults for TAO options (2310,2326) - see allopt.txt ; implemented new convergence
test for energy minimization (2284)

— added inp2vt converters from Stefan Tibus (vtk tools) (1430)

— fixed png output to honor option -res again (1225)

— fixed png output to take cut at the correct position (1226,1233,1246)

— added second png slice output (see writedatapng2.c and allopt.txt) (1414)

— fixed problems with demag field calculation in certain geometries/FE meshes: fix suggested by
Hiroki Kobayashi, Fujitsu (1408)

— added General programming guidelines section to Programming, Debugging, Bug Reporting
(1407)

— update  for latest library versions (libpng, petsc, mvapich2, parmetis)
(1405,1424,1428,1739,1933,2220,2311,2367); (override  settings as  shown in
Makefile.in.host_oldlibs to continue using older library versions)

— fixed "-init_mag 12": head-to-head transverse domain wall with transition region (1425)
— added "-init_mag 13": head-to-head vortex wall (1569)

— updated Programming, Debugging, Bug Reporting page (1454)

— fixed run modes 2,3 (allopt.txt) (1459,1461)

— changed default divtol for psolve KSP to 100 (1503)

— checked magpar with Valgrind for memory corruption

— version 0.8pre4 (1729) 2008-08-20

— version 0.8pre3 (1568) 2008-07-18

— version 0.8pre2 (1320) 2008-02-20

version 0.8prel (1315) 2008-02-20

¢ version (.7 (1145)- Nov. 2, 2007

— update for PETSc version 2.3.3 (requires TAO 1.9)
— update for PETSc version 2.3.2 (requires TAO 1.8.2)

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen


http://valgrind.org/

10

ChangeLog

dropped support for PETSc version 2.1.6 and earlier (i.e. version 2.2.0 or later required)
update for SUNDIALS version 2.3.0

dropped support for SUNDIALS versions before 2.1.0

SUNDIALS/PVode saves its information in a separate log file project.log_pvode
improved Makefile system, updated Installation instructions

created new Makefile.in.tmpl for machine specific settings (cf. magpar)

created new Makefile.libs for automatic download, configuration, compilation, installation of
all libraries

new import filter gmsh: gmshtoucd.py for Gmsh finite element meshes
new OpenDX tools: inp2dx converter and visual program
moved all tools to src/tools/

updated example sphere_larmor: Larmor precession and added example mumag3b: mumag
standard problem #3 with 2 cubes with Gmsh geometry and mesh files

updated implementation of magnetoelastic effects and accompanying example stress: Mag-
netoelastic effects on domain structure (originally implemented by Ahmet Kaya from the re-
search group of Jim Bain and Jimmy Zhu atthe Data Storage Systems Center
(DSSC) at Carnegie Mellon University)

all magpar options now have (reasonably sane) default values if not defined (complete list and
defaults given in allopt.txt: simulation parameters )

all external fields are now added up in hexternal.c, so different implementations can be active
at the same time

source code restructured and cleaned up: renamed files (e.g. hexternalcust.c is now hext_cu.c,
moved code around, combined/removed some files; this wil likely break any third party exten-
sions (e.g. hexternalcust.c, etc. - please contact me if you need help porting your extensions to
this new magpar version).

reduced number of global variables (reduced size of struct GridData) by using more local and
static variables

removed (incomplete) implementation of periodic boundary conditions
automated regression testing using standard examples
simplified input files for examples, added sample output files
added new simulation modes (2,3) (check allopt.txt: simulation parameters for details)
new options (check allopt.txt: simulation parameters for details) :

* -mesh_scale

% -shift

* -optimizebw

* -metispartition

# -nsliceprop{ser,par}

* -mode 99

+ -hdemag_u{1,2}_ksp_type

# -helastic_propfile

* -hext_cu

* -logpid

% -psolve_ksp_x

# -ts_logsteps

# -ts_nsteps
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removed several options (check allopt_ret.txt)
renamed magpar executable magpar.exe (instead of magpar.{O,g}_c++)

new version of ngtoucd.py (which recognizes several top-level-objects and assigns them differ-
ent property ids) contributed by Richard Boardman

version 0.7pre4 (1131) 2007-10-26
version 0.7pre3 (951) 2007-09-20
version 0.7pre2 (754) 2007-07-20
version 0.7prel (735) 2007-07-12

* version 0.6 - (private release)

added magnetoelastic effects and accompanying example stress: Magnetoelastic effects on do-
main structure implemented by Ahmet Kaya

¢ version 0.5 (629) - Oct. 29, 2005

update for PETSc version 2.3.0 (recommended but not required)
in turn, PETSc 2.3.0 requires the new TAO release 1.8 (cf. Installation)
speedup of about a factor of 2 (!) with PETSc 2.3.0 in parallel simulations

update for SUNDIALS version 2.1.0 (completely new API); magpar is NOT compatible with
SUNDIALS version 2.0, but it is still backward compatible with SUNDIALS 1.0 (March 9,
2004 or earlier)!

added cubic anisotropy (implemented by Greg Parker)
expanded format of project.krn: material properties for third Euler angle for cubic anisotropy

added example for cubic anisotropy: sphere_cubic: Single domain particle with cubic
anisotropy

added K_2 term to uniaxial anisotropy (implemented by Greg Parker)
storing data of the external field in project.INP.gz

magpar has been successfully compiled and run on Mac OS X: Apple Macintosh running Mac
OS X (thanks to Richard Boardman and Greg Parker)

update for Single processor version without MPI
update for Compiling magpar in Cygwin for Windows

magpar executables for Windows are available on the magpar homepage.

* version 0.4 (383) - March 16, 2005

update for PETSc version 2.2.1 (recommended but not required), patch by Richard
Boardman

in turn, PETSc 2.2.1 requires the new TAO release 1.7 (cf. Installation)

please upgrade to PETSc version 2.2.1 and TAO 1.7: support for older versions of PETSc
(<2.2.1) will be dropped in the next release (to make maintenance of the code easier)

use analytical formula for stiffness matrix elements of anisotropy field (cf. stiffmat.c )

changed format of project.krn: material properties file: added one column for damping con-
stant, which can now be defined individually for each grain/part of the model (implemented
upon requestby Bill Bailey)

thus, removed option "-alpha" from allopt.txt: simulation parameters

symmetrized stiffness matrices for magnetostatic field
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thus, CG solver with ICC preconditioning can be used (update options in your allopt.txt: sim-
ulation parameters files according to the template allopt.txt and the Examples!)

added new options for user defined selection of linear solver in psolve: "-psolve_x" (cf. al-
lopt.txt)

update for 64-bit Linux (patch by Richard Boardman)
removed dependency on cblas, updated Installation instructions
added example thinfilm: Thin magnetic film

added magconv to manual

updated documentation (especially Installation, FAQ); thanks for many suggestions to Jehyun
Lee

added ngtoucd.py tool by Richard Boardman and Hans Fangohr to contrib directory

* version 0.3.1 (187) - Aug. 30, 2004

one-line bugfix in src/init/serinit.c: uninitialized pointer

* version 0.3 (184) - July 21, 2004

¢ Jan.

update for PETSc version 2.2.0 (not required)
patches contributed by Richard Boardman - thanks!

in turn, PETSc 2.2.0 requires the new TAO release 1.6 (cf. Installation)

update to SUNDIALS version of March 9, 2004 (PVODE unchanged, update not required)
fixed preconditioning for LLG integration with PVODE

removed code for cubic anisotropy

project.krn file format simplified:
any data after exchange constant are ignored (cf. project.krn: material properties)

removed parameters k2 and js from allopt.txt: simulation parameters :
k2 has not been used

js only used for internal scaling of magnetization and fields and 1 Tesla should do it anyway,
therefore now hardcoded

more verbose output during initialization
updated examples
many code clean-ups

updated and improved documentation

2004

Presented magpar at the 9th Joint MMM/Intermag Conference, January 5-9, 2004, Anaheim, CA,

USA

(cf. Publications)

¢ version 0.2 (101) - Nov. 13, 2003

use ParMetis 3.1 instead of Metis 4.0

added magdist parameter (small random distortion of magnetization in equilibrium when using
energy minimization)

created eminisolve.c to shrink solve.c
updated documentation: installation, added performance page

fixed several memory allocation problems and memory leaks
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— created local2global mappings in movedata.c (not while reading the mesh)

— added some more output after mesh partitioning

* version 0.1 (63) - Sept. 12, 2003
first public release

under the terms of the GNU General Public License

. Aug. 2003

started documentation using Doxygen

e July 27 - August 1, 2003
presentation of magpar at the "International Conference on Magnetism 2003" in Rome

(cf. Publications)

* March 2003
completed my dissertation "Scalable Parallel Micromagnetic Solvers for Magnetic Nanostructures"

(cf. Publications)

e Jan. 2003

major restructuring of the source code

¢ Nov. 2002

implemented regular mesh refinement

* Oct. 2002

implemented output of PNG graphics files (magnetization snapshots)

* Sept. 2002

implemented static energy minimization

¢ summer 2002
implemented exchange, anisotropy, external, demagnetizing field

implemented preconditioned time integration of the dynamic Landau-Lifshitz-Gilbert equation

* early 2002
evaluated parallel finite element, linear algebra software packages

package selection and first implementation of FE solution of Poisson’s equation
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Sections:

* Diagrams
* Main program
* Initialization

— Serial part

— Parallel part
* Solution loop

— Field and energy calculation
— Energy minimization

— LLG time integration
* Finalizing

¢ GridData: Global data structure

5.1 Diagrams

magpar is based on PETSc, which provides the required parallel data structures, linear algebra operations
and solvers. PETSc in turn is based on MPI for message passing and the BLAS and LAPACK libraries
(non-parallel) for linear algebra.

TAO and PVODE are used for energy minimization and dynamic time integration. Mesh partitioning, data
compression, and graphics output are done by some more (non-parallel) libraries, Metis, zlib, and libpng,
respectively.

The following figure gives a coarse flow chart of magpar (not quite up to date).

More detailed information about the libraries can be found on the page about Required Software.

5.2 Main program
main.c
main.c::main

¢ Petsclnitialize

* TAOInitialize

e serinit.c::Serlnit

e parinit.c::Parlnit

* main.c::Solve

¢ PetscFinalize
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5.3 Initialization

5.3.1 Serial part

serinit.c::Serlnit

ierr = InitInfo();CHKERRQ (ierr);

ierr = ReadMesh (gdata) ; CHKERRQ (ierr);

ierr = ReadKrn (gdata) ; CHKERRQ (ierr);

ierr = ModifyPropSer (gdata) ; CHKERRQ (ierr) ;

ierr = ModifyPropSerGrains (gdata) ; CHKERRQ (ierr) ;
ierr = MagInit (gdata) ; CHKERRQ (ierr);

ierr = Hext_inl_Init (gdata); CHKERRQ (ierr) ;

ierr = Hext_in2_Init (gdata); CHKERRQ (ierr) ;

ierr = FilterElements (&gdata->n_ele, &gdata->elevert, &gdata—>eleprop, gdata->prop

dat) ; CHKERRQ (ierr);

ierr = MeshMirror (&gdata->n_vert, &gdata->n_ele, &gdata->vertxyz, &gdata->elevert,

&gdata->eleprop) ; CHKERRQ (ierr) ;

ierr = FilterNodes (&gdata->n_vert, &gdata->n_ele, &gdata->vertxyz,gdata->elevert,

&gdata->M, &gdata—->VH1, &gdata—->VH2) ; CHKERRQ (ierr) ;

ierr = FilterElements (&gdata->n_ele, &gdata->elevert, &gdata->eleprop, gdata->prop

dat) ; CHKERRQ (ierr) ;
ierr = RegularRefinement (gdata) ; CHKERRQ (ierr) ;
ierr = DecoupleGrains (gdata) ;CHKERRQ (ierr);
ierr = Reorder (gdata) ; CHKERRQ (ierr);
ierr = FacNB(gdata); CHKERRQ (ierr) ;
ierr = VertProp (gdata) ; CHKERRQ (ierr);
ierr = DataPartitionSurfSer (gdata) ; CHKERRQ (ierr);
ierr = DistortMesh (gdata) ; CHKERRQ (ierr);
ierr = DataMoveData (gdata) ; CHKERRQ (ierr);

5.3.2 Parallel part

parinit.c::ParInit

ierr = PetscOptionsGetInt (PETSC_NULL, "-mode", (PetscInt«)&gdata->mode, &§f1g) ; CHKE

RRQ (ierr) ;
ierr = ModifyPropPar (gdata) ; CHKERRQ (ierr) ;
ierr = EleVertVol (gdata) ; CHKERRQ (ierr) ;

ierr = PetscOptionsGetReal (PETSC_NULL, "-ts_init_time", &tstart, &flg); CHKERRQ (ier

r);
ierr = Htot (gdata);CHKERRQ (ierr);
ierr = Htot_Energy(gdata); CHKERRQ (ierr);
ierr = myTSCreatePVode (gdata) ; CHKERRQ (ierr);
ierr = WriteFEMAVS (gdata) ; CHKERRQ (ierr) ;
ierr = CheckIterationLLG (gdata) ; CHKERRQ (ierr) ;
ierr = myTSCreateEmini (gdata) ; CHKERRQ (ierr);
ierr = WriteFEMAVS (gdata) ; CHKERRQ (ierr) ;
ierr = CheckIterationEmini (gdata) ; CHKERRQ (ierr);
ierr = DataDestroyInit (gdata);CHKERRQ (ierr);

5.4 Solution loop

main.c::Solve

# pseudocode
while (keepsolving)
switch: -mode
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(see allopt.txt)

main.c::keepsolving: check exit conditions, write project.9999.x (checkpoint) files, check after each itera-

tion

5.4.1 Field and energy calculation
htot.c::Htot

ierr = Hcubic (gdata, VHtotsum) ; CHKERRQ (ierr);
ierr = Hdemag(gdata, VHtotsum) ; CHKERRQ (ierr);
ierr = Helastic(gdata,VHtotsum) ; CHKERRQ (ierr) ;
ierr = Hexchani (gdata, VHtotsum) ; CHKERRQ (ierr) ;
ierr = Hexternal (gdata,VHtotsum) ; CHKERRQ (ierr) ;
[...]

accordingly for energy (note that in general E!=M.H !)

5.4.2 Energy minimization

Initialization: eminisolve.c::myTSCreateEmini

Solution: eminisolve.c::EminiSolve : call TaoSolve to find energ minimum

5.4.3 LLG time integration

Initialization: mytscreatepvode.c::myTSCreatePVode
Solution: mytssteppvode.c::myTSStepPVode : call CVode to take on time step
LLG right hand side: rhsfunction.c::RHSfunction calls calc_dMdt::calc_dMdt.c

Preconditioning: precond.c::Precond, Jacobian: myllgjacobian.c::myLLGJacobian

5.5 Finalizing

Write final entry in log files and final set of output files

ierr = WriteLog(gdata) ; CHKERRQ (ierr);
ierr = WriteSet (gdata) ; CHKERRQ (ierr);
PetscFinalize () ;

At the end of the program we do not clean up carefully (i.e. we do not destroy all data structures or free

dynamically allocated memory) because the OS will do it for us anyway.

5.6 GridData: Global data structure

GridData

(see HTML documentation)
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The performance (the speedup in particular) of magpar version 0.1 has been measured on a Compaq
SC45 cluster consisting of 11 nodes Alpha Server ES45 with 4 Alpha processors (EV68 @ 1 GHz, § MB
Cache/CPU) and 16 GB of shared memory each. The nodes are interconnected with a Quadrics switch,
which provides a maximum MPI bandwidth of 600 MB/s. Since this machine has been shared with several
other users, up to 24 processors have been available for speedup measurements.

The speedup has been measured as Sp =f; /tp , where ¢; is the execution time of the program for a given
problem on a single processor and ¢p is the execution time for the same problem on P processors.

The energy minimization method, which uses the LMVM method of the TAO package, has been applied
to calculate the nucleation field of FePt nanoparticles. The timing results are summarized in the following
figure:

processors CPU time (h) speedup
initialization

1 0.202 1.00
4 0.080 2.52
8 0.046 4.38
16 0.032 6.26
20 0.027 7.33
24 0.025 7.86
solution

1 5.047 1.00
4 1.500 3.36
8 0.568 8.87
16 0.307 16.41
20 0.233 21.57
24 0.210 23.97
total

1 5.249 1.00
4 1.581 3.32
8 0.615 8.53
16 0.339 15.44
20 0.261 20.06
24 0.236 22.20

On 8 and 16 processors we find a "superlinear" behavior of the solution part of the application. This is a
well known phenomenon in parallel computing and can be attributed to caching effects. As the same total
amount of data is distributed over more processors, the relative amount decreases and may reach a size,
where it fits into the fast cache memory of modern computer architectures. As a result, the data need not
be fetched from the main memory (which is a lot slower than the cache memory) and the calculations are
completed a lot faster.

The parallel time integration using PVODE is not as efficiently parallelized as the TAO package, which is
shown in the following figure:
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processors CPU time (h) speedup
initialization

1 0.255 1.00
2 0.196 1.30
3 0.141 1.81
6 0.080 3.19
8 0.062 4.07
16 0.037 6.73
20 0.032 7.96
solution

1 6.309 1.00
2 3.379 1.86
3 2.416 2.61
6 1.120 5.63
8 0.913 6.91
16 0.451 13.98
20 0.393 16.03
total

1 6.565 1.00
2 3.576 1.83
3 2.557 2.56
6 1.200 5.46
8 0.975 6.72
16 0.489 13.42
20 0.425 15.42

For comparison, the next figure shows the speedup obtained on a Beowulf type cluster of 900 MHz AMD
PCs running Linux (for a different problem). These machines are linked with a standard switched 100 MBit

Ethernet network.

processors CPU time (h) speedup
initialization

1 0.075 1.00
3 0.083 0.91
5 0.057 1.32
solution

1 24.334 1.00
3 8.5059 2.86
5 5.8314 4.17
total

1 24.41 1.00
3 8.589 2.84
5 5.889 4.15
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24 Supported Machines

magpar should run on all platforms, which are supported by PETSc:

* Linux on Intel IA32 and compatibles (1386, Pentium, AMD Athlon, etc.)
e Linux on AMD64 (AMD Opteron, AMD Athlon64) and x64 (Intel EMT64) compatibles
¢ Linux on Intel IA64 (Itanium, Itanium?2)

e Linux on Alpha

* MS Windows

e Mac OS X

* DEC/Compag/hp Alpha running OSF/Tru64

« IBM RS6000 (including SP)

* SGI Workstations (IRIX), SGI Origin (IRIX64)

* Sun Sparcstations running Solaris

e Cray T3E

* FreeBSD on Intel

e and more (cf. http://www.mcs.anl.gov/petsc/petsc—-as/)

All other required packages (cf. Required Software) are also available for these platforms.

See FAQ for successful installations of magpar!
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8.1 BLAS/LAPACK

BLAS and LAPACK are required for PETSc. It is highly recommended to use any vendor specific (and
therefore highly optimized) BLAS and LAPACK libraries (cf. FAQ : Optimized BLAS libraries). The
generic implementation is available from netlib:

http://www.netlib.org/blas/
http://www.netlib.org/lapack/
Optimized BLAS libraries can be found on the website of the ATLAS project:

http://sourceforge.net/projects/math-atlas/

8.2 MPI

If possible it is again recommended to use any vendor specific MPI libraries, which are highly optimized
for your specific hardware platform. If you do not have any MPI implementation readily available, you can
use MPICH, OpenMPI, or LAM/MPL.

http://www.mcs.anl.gov/research/projects/mpich2/
http://www.open-mpi.org/
http://www.lam-mpi.org/

However, magpar/PETSc can also be compiled without MPI support: Single processor version without
MPI

8.3 SUNDIALS

The parallel time integrator PVODE from the SUNDIALS package is used for the dynamic time inte-
gration of the Landau-Lifshitz-Gilbert equation, which describes the time evolution of the magnetization
distribution.

http://www.llnl.gov/CASC/sundials/
http://acts.nersc.gov/sundials/

mapgar can also be compiled without SUNDIALS and just with TAO for energy minimization.

8.4 PETSc

PETSc is the core package for magpar. It provides the parallel data types, matrix-vector operations, data
input and output, many utility functions, etc.

http://www.mcs.anl.gov/petsc/petsc-as/
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8.5 Optional Packages

8.6 ParMETIS

The Metis library can be used for mesh partitioning - to split the problem (i.e. the finite element mesh)
into a number of submeshes, which are then dealt with by different processors. Metis uses a very efficient
multilevel k-way partitioning algorithm, which gives high quality partitionings.

http://glaros.dtc.umn.edu/gkhome/views/metis/
http://glaros.dtc.umn.edu/gkhome/metis/parmetis/overview
http://www-users.cs.umn.edu/~karypis/metis/
http://www-users.cs.umn.edu/~karypis/metis/parmetis/index.html

Without ParMETIS magpar can still perform bandwidth optimization or just work with the natural ordering
(see options "-metispartition" and "-optimizebw" in allopt.txt).

8.6.1 TAO

"The Advanced Optimization" library is used for the static energy minimzation method.

http://www.mcs.anl.gov/research/projects/tao/

8.6.2 zlib

This compression library is used to reduce the size of the output files. Especially, the inp-files for AVS,
which store snapshots of the magnetization distribution, are compressed very effectively.

http://www.zlib.net

8.6.3 libpng

The libpng library allows magpar to save snapshots of the magnetization distribution as PNG graphics files.

http://www.libpng.org/pub/png/libpng.html

8.6.4 hypre

High performance preconditioners for solving large, sparse linear systems of equations on massively par-
allel computers

https://computation.llnl.gov/casc/linear_solvers/sls_hypre.html

8.6.5 SuperLU

SuperLU is a general purpose library for the direct solution of large, sparse, nonsymmetric systems of
linear equations on high performance machines.

http://crd.lbl.gov/~xiaoye/SuperLU/
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8.7 Copyright

Each external software package has its own licensing conditions and copyright. However, they are all
freely available as open source and most of them published under GNU Public or other OST approved
licenses. Please refer to the list of Licenses.
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License terms for magpar and various libraries

9.1 magpar

GNU General Public License

9.2 Atlas

BSD-style license

http://math-atlas.sourceforge.net/fag.html#license

9.3 LAPACK

freely-available even for commercial use

http://www.netlib.org/lapack/fag.html#1.2

94 MPI

MPICH: free
http://www.mcs.anl.gov/research/projects/mpich2/downloads/license.txt
Open MPI: New BSD license

http://www.open—-mpi.org/community/license.php

LAM/MPI: free (BSD style license)

http://www.lam-mpi.org/community/license.php

9.5 ParMetis

free with limitations
http://www-users.cs.umn.edu/~karypis/metis/metis/fag.html#distribute

http://www-users.cs.umn.edu/~karypis/.discus/messages/16/122.html1?1126805053

Copyright Notice

The ParMETIS/METIS package is copyrighted by the Regents of the
University of Minnesota. It can be freely used for educational and
research purposes by non-profit institutions and US government agencies
only. Other organizations are allowed to use ParMETIS/METIS only for
evaluation purposes, and any further uses will require prior approval.
The software may not be sold or redistributed without prior approval.
One may make copies of the software for their use provided that the
copies, are not sold or distributed, are used under the same terms

and conditions.
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As unestablished research software, this code is provided on an
‘‘as is’’ basis without warranty of any kind, either expressed or
implied. The downloading, or executing any part of this software
constitutes an implicit agreement to these terms. These terms and
conditions are subject to change at any time without prior notice.

9.6 SUNDIALS

free (BSD style license)
http://www.1llnl.gov/CASC/sundials/download/license.html

Copyright (c) 2002, The Regents of the University of California.
Produced at the Lawrence Livermore National Laboratory.
Written by S.D. Cohen, A.C. Hindmarsh, R. Serban,

D. Shumaker, and A.G. Taylor.

UCRL-CODE-155951 (CVODE)
UCRL-CODE-155950 (CVODES)
UCRL-CODE-155952 (IDA)

UCRL-CODE-155953 (KINSOL)

All rights reserved.
This file is part of SUNDIALS.

Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions
are met:

1. Redistributions of source code must retain the above copyright
notice, this list of conditions and the disclaimer below.

2. Redistributions in binary form must reproduce the above copyright
notice, this list of conditions and the disclaimer (as noted below)
in the documentation and/or other materials provided with the
distribution.

3. Neither the name of the UC/LLNL nor the names of its contributors
may be used to endorse or promote products derived from this software
without specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
"AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS

FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE
REGENTS OF THE UNIVERSITY OF CALIFORNIA, THE U.S. DEPARTMENT OF ENERGY
OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT
LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE,
DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY
THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE
OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

Additional BSD Notice

1. This notice is required to be provided under our contract with
the U.S. Department of Energy (DOE). This work was produced at the
University of California, Lawrence Livermore National Laboratory
under Contract No. W-7405-ENG-48 with the DOE.

2. Neither the United States Government nor the University of
California nor any of their employees, makes any warranty, express
or implied, or assumes any liability or responsibility for the
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accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not
infringe privately-owned rights.

3. Also, reference herein to any specific commercial products,
process, or services by trade name, trademark, manufacturer or
otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States Government or the
University of California. The views and opinions of authors expressed
herein do not necessarily state or reflect those of the United States
Government or the University of California, and shall not be used for
advertising or product endorsement purposes.

9.7 PETSc

free

http://www.mcs.anl.gov/petsc/petsc—as/documentation/copyright.html

9.8 TAO

COPYRIGHT NOTIFICATION
TAO: Toolkit for Advanced Optimization

In addition to the following copyright, we also request that you give this
citation in any publications or software that utilize TAO.

Copyright 2009 , UChicago Argonne, LLC Operator of Argonne National Laboratory
All rights reserved.

Toolkit for Advanced Optimization (TAO), Version 1.10

OPEN SOURCE LICENSE

Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions are met:

1. Redistributions of source code must retain the above copyright notice,
this list of conditions and the following disclaimer. Software changes,
modifications, or derivative works, should be noted with comments and
the author and organization’s name.

2. Redistributions in binary form must reproduce the above copyright notice,
this list of conditions and the following disclaimer in the documentation
and/or other materials provided with the distribution.

3. Neither the names of UChicago Argonne, LLC or the Department of Energy
nor the names of its contributors may be used to endorse or promote
products derived from this software without specific prior written
permission.

4. The software and the end-user documentation included with the
redistribution, if any, must include the following acknowledgment: "This
product includes software produced by UChicago Argonne, LLC under
Contract No. DE-AC02-06CH11357 with the Department of Energy."

LR R R R R R R R R R R R R R 2 i S S S S S I S

DISCLAIMER

THE SOFTWARE IS SUPPLIED "AS IS" WITHOUT WARRANTY OF ANY KIND.
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Neither the United States GOVERNMENT, nor the United States Department of
Energy, NOR uchicago argonne, LLC, nor any of their employees, makes any
warranty, express or implied, or assumes any legal liability or responsibility
for the accuracy, completeness, or usefulness of any information, data,
apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights.

R R R I R R R R R R I I I

9.9 1zlib

free (OSI approved license)
http://www.zlib.net/zlib_license.html

9.10 libpng

free (OSI approved license)

http://www.libpng.org/pub/png/src/libpng-LICENSE. txt
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magpar is distributed under the terms of the GNU General Public License:

GNU GENERAL PUBLIC LICENSE
Version 2, June 1991

Copyright (C) 1989, 1991 Free Software Foundation, Inc.

59 Temple Place, Suite 330, Boston, MA 02111-1307 USA
Everyone is permitted to copy and distribute verbatim copies
of this license document, but changing it is not allowed.

Preamble

The licenses for most software are designed to take away your
freedom to share and change it. By contrast, the GNU General Public
License is intended to guarantee your freedom to share and change free
software--to make sure the software is free for all its users. This
General Public License applies to most of the Free Software
Foundation’s software and to any other program whose authors commit to
using it. (Some other Free Software Foundation software is covered by
the GNU Library General Public License instead.) You can apply it to
your programs, too.

When we speak of free software, we are referring to freedom, not
price. Our General Public Licenses are designed to make sure that you
have the freedom to distribute copies of free software (and charge for
this service if you wish), that you receive source code or can get it
if you want it, that you can change the software or use pieces of it
in new free programs; and that you know you can do these things.

To protect your rights, we need to make restrictions that forbid
anyone to deny you these rights or to ask you to surrender the rights.
These restrictions translate to certain responsibilities for you if you
distribute copies of the software, or if you modify it.

For example, if you distribute copies of such a program, whether
gratis or for a fee, you must give the recipients all the rights that
you have. You must make sure that they, too, receive or can get the
source code. And you must show them these terms so they know their
rights.

We protect your rights with two steps: (1) copyright the software, and
(2) offer you this license which gives you legal permission to copy,
distribute and/or modify the software.

Also, for each author’s protection and ours, we want to make certain
that everyone understands that there is no warranty for this free
software. If the software is modified by someone else and passed on, we
want its recipients to know that what they have is not the original, so
that any problems introduced by others will not reflect on the original
authors’ reputations.

Finally, any free program is threatened constantly by software
patents. We wish to avoid the danger that redistributors of a free
program will individually obtain patent licenses, in effect making the
program proprietary. To prevent this, we have made it clear that any
patent must be licensed for everyone’s free use or not licensed at all.

The precise terms and conditions for copying, distribution and
modification follow.

GNU GENERAL PUBLIC LICENSE
TERMS AND CONDITIONS FOR COPYING, DISTRIBUTION AND MODIFICATION

0. This License applies to any program or other work which contains
a notice placed by the copyright holder saying it may be distributed
under the terms of this General Public License. The "Program", below,
refers to any such program or work, and a "work based on the Program"
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means either the Program or any derivative work under copyright law:
that is to say, a work containing the Program or a portion of it,
either verbatim or with modifications and/or translated into another
language. (Hereinafter, translation is included without limitation in
the term "modification".) Each licensee is addressed as "you".

Activities other than copying, distribution and modification are not
covered by this License; they are outside its scope. The act of
running the Program is not restricted, and the output from the Program
is covered only if its contents constitute a work based on the

Program (independent of having been made by running the Program) .
Whether that is true depends on what the Program does.

1. You may copy and distribute verbatim copies of the Program’s
source code as you receive it, in any medium, provided that you
conspicuously and appropriately publish on each copy an appropriate
copyright notice and disclaimer of warranty; keep intact all the
notices that refer to this License and to the absence of any warranty;
and give any other recipients of the Program a copy of this License
along with the Program.

You may charge a fee for the physical act of transferring a copy, and
you may at your option offer warranty protection in exchange for a fee.

2. You may modify your copy or copies of the Program or any portion
of it, thus forming a work based on the Program, and copy and
distribute such modifications or work under the terms of Section 1
above, provided that you also meet all of these conditions:

a) You must cause the modified files to carry prominent notices
stating that you changed the files and the date of any change.

b) You must cause any work that you distribute or publish, that in
whole or in part contains or is derived from the Program or any
part thereof, to be licensed as a whole at no charge to all third
parties under the terms of this License.

c) If the modified program normally reads commands interactively
when run, you must cause it, when started running for such
interactive use in the most ordinary way, to print or display an
announcement including an appropriate copyright notice and a
notice that there is no warranty (or else, saying that you provide
a warranty) and that users may redistribute the program under
these conditions, and telling the user how to view a copy of this
License. (Exception: if the Program itself is interactive but
does not normally print such an announcement, your work based on
the Program is not required to print an announcement.)

These requirements apply to the modified work as a whole. If
identifiable sections of that work are not derived from the Program,

and can be reasonably considered independent and separate works in
themselves, then this License, and its terms, do not apply to those
sections when you distribute them as separate works. But when you
distribute the same sections as part of a whole which is a work based

on the Program, the distribution of the whole must be on the terms of
this License, whose permissions for other licensees extend to the

entire whole, and thus to each and every part regardless of who wrote it.

Thus, it is not the intent of this section to claim rights or contest
your rights to work written entirely by you; rather, the intent is to
exercise the right to control the distribution of derivative or
collective works based on the Program.

In addition, mere aggregation of another work not based on the Program
with the Program (or with a work based on the Program) on a volume of
a storage or distribution medium does not bring the other work under
the scope of this License.
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3. You may copy and distribute the Program (or a work based on it,
under Section 2) in object code or executable form under the terms of
Sections 1 and 2 above provided that you also do one of the following:

a) Accompany it with the complete corresponding machine-readable
source code, which must be distributed under the terms of Sections
1 and 2 above on a medium customarily used for software interchange; or,

b) Accompany it with a written offer, valid for at least three
years, to give any third party, for a charge no more than your
cost of physically performing source distribution, a complete
machine-readable copy of the corresponding source code, to be
distributed under the terms of Sections 1 and 2 above on a medium
customarily used for software interchange; or,

c) Accompany it with the information you received as to the offer
to distribute corresponding source code. (This alternative is
allowed only for noncommercial distribution and only if you
received the program in object code or executable form with such
an offer, in accord with Subsection b above.)

The source code for a work means the preferred form of the work for
making modifications to it. For an executable work, complete source
code means all the source code for all modules it contains, plus any
associated interface definition files, plus the scripts used to
control compilation and installation of the executable. However, as a
special exception, the source code distributed need not include
anything that is normally distributed (in either source or binary
form) with the major components (compiler, kernel, and so on) of the
operating system on which the executable runs, unless that component
itself accompanies the executable.

If distribution of executable or object code is made by offering
access to copy from a designated place, then offering equivalent
access to copy the source code from the same place counts as
distribution of the source code, even though third parties are not
compelled to copy the source along with the object code.

4. You may not copy, modify, sublicense, or distribute the Program
except as expressly provided under this License. Any attempt
otherwise to copy, modify, sublicense or distribute the Program is
void, and will automatically terminate your rights under this License.
However, parties who have received copies, or rights, from you under
this License will not have their licenses terminated so long as such
parties remain in full compliance.

5. You are not required to accept this License, since you have not
signed it. However, nothing else grants you permission to modify or
distribute the Program or its derivative works. These actions are
prohibited by law if you do not accept this License. Therefore, by
modifying or distributing the Program (or any work based on the
Program), you indicate your acceptance of this License to do so, and
all its terms and conditions for copying, distributing or modifying
the Program or works based on it.

6. Each time you redistribute the Program (or any work based on the
Program), the recipient automatically receives a license from the
original licensor to copy, distribute or modify the Program subject to
these terms and conditions. You may not impose any further
restrictions on the recipients’ exercise of the rights granted herein.
You are not responsible for enforcing compliance by third parties to
this License.

7. If, as a consequence of a court judgment or allegation of patent
infringement or for any other reason (not limited to patent issues),
conditions are imposed on you (whether by court order, agreement or
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otherwise) that contradict the conditions of this License, they do not
excuse you from the conditions of this License. If you cannot
distribute so as to satisfy simultaneously your obligations under this
License and any other pertinent obligations, then as a consequence you
may not distribute the Program at all. For example, if a patent
license would not permit royalty-free redistribution of the Program by
all those who receive copies directly or indirectly through you, then
the only way you could satisfy both it and this License would be to
refrain entirely from distribution of the Program.

If any portion of this section is held invalid or unenforceable under
any particular circumstance, the balance of the section is intended to
apply and the section as a whole is intended to apply in other
circumstances.

It is not the purpose of this section to induce you to infringe any
patents or other property right claims or to contest validity of any
such claims; this section has the sole purpose of protecting the
integrity of the free software distribution system, which is
implemented by public license practices. Many people have made
generous contributions to the wide range of software distributed
through that system in reliance on consistent application of that
system; it is up to the author/donor to decide if he or she is willing
to distribute software through any other system and a licensee cannot
impose that choice.

This section is intended to make thoroughly clear what is believed to
be a consequence of the rest of this License.

8. If the distribution and/or use of the Program is restricted in
certain countries either by patents or by copyrighted interfaces, the
original copyright holder who places the Program under this License
may add an explicit geographical distribution limitation excluding
those countries, so that distribution is permitted only in or among
countries not thus excluded. In such case, this License incorporates
the limitation as if written in the body of this License.

9. The Free Software Foundation may publish revised and/or new versions
of the General Public License from time to time. Such new versions will
be similar in spirit to the present version, but may differ in detail to
address new problems or concerns.

Each version is given a distinguishing version number. If the Program
specifies a version number of this License which applies to it and "any
later version", you have the option of following the terms and conditions
either of that version or of any later version published by the Free
Software Foundation. If the Program does not specify a version number of

this License, you may choose any version ever published by the Free Software

Foundation.

10. If you wish to incorporate parts of the Program into other free
programs whose distribution conditions are different, write to the author
to ask for permission. For software which is copyrighted by the Free
Software Foundation, write to the Free Software Foundation; we sometimes
make exceptions for this. Our decision will be guided by the two goals
of preserving the free status of all derivatives of our free software and
of promoting the sharing and reuse of software generally.

NO WARRANTY

11. BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, THERE IS NO WARRANTY
FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW. EXCEPT WHEN
OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES
PROVIDE THE PROGRAM "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE. THE ENTIRE RISK AS
TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THE
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PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SERVICING,
REPAIR OR CORRECTION.

12. IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING
WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MAY MODIFY AND/OR
REDISTRIBUTE THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES,
INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING
OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED
TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE OR LOSSES SUSTAINED BY
YOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAM TO OPERATE WITH ANY OTHER
PROGRAMS), EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES.

END OF TERMS AND CONDITIONS

see also: GNU General Public License
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Sections:

» Configuration

* Automated Installation
e Manual Installation
e ATLAS

« LAPACK

e MPI

¢ MPICH2

* ParMetis

* SUNDIALS

e PETSc

¢ TAO

« zlib

* libpng

* magpar

11.1 Configuration

Create a directory, which will contain all libraries, source code, tools, and documentation for magpar, and
set the environment variable MAGPAR_HOME:

# change into any directory, where you want to install magpar
# for example in your $HOME/work directory

cd SHOME; mkdir work; cd work

# download the magpar source archive by hand or using wget:
lib=magpar

wget http://www.magpar.net/$lib/download/$lib.tar.gz

# unpack the archive

tar xzvf $lib.tar.gz

cd $1lib

MAGPAR_HOME=$PWD; export MAGPAR_HOME # sh/bash syntax (use "setenv" for csh)
PD=S$MAGPAR_HOME/libs; export PD

If you are upgrading from a previous version of magpar, you can usually reuse the libraries, which you have
already compiled and installed. However, please note the ChangelLog and upgrade libraries as required or
recommended.

The current version of magpar has been developed and tested with the configuration and library versions
defined in Makefile.in.defaults .

Links to the websites of the libraries can be found in the list of Required Software.
Create Makefile.in. $SHOSTNAME using Makefile.in.defaults (or one of the other Makefile.in.host_x):

cp Makefile.in.defaults Makefile.in.$HOSTNAME

and edit it:
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* set paths
* (de)activate libraries, set/override library versions (see Makefile.in.host_oldlibs)

* set compiler flags for optimization

It should not be necessary to modify Makefile or Makefile.in at all any more!

Please refer to the FAQ for tips and suggestions for the installation of magpar on specific systems and
software environments.

11.2 Automated Installation

The (manual) installation procedures described below are now conveniently combined in Makefile.libs .

Just simply do

cd SMAGPAR_HOME/src
make —-f Makefile.libs

All libraries will be downloaded automatically using "wget", configured, compiled, and installed in $PD in
the following order:

atlas lapack mpi parmetis sundials petsc tao zlib libpng
It is also possible to install the libraries one at a time like this (e.g. PETSc)

cd SMAGPAR_HOME/src
make —-f Makefile.libs petsc

using the names listed above. This makes it easier to use precompiled packages (e.g. Precompiled packages
on Ubuntu/Debian) and then just install the remaining ones with the convenience of using Makefile.libs .

If this does not work, then please follow the manual installation instructions below.

Once all libraries are compiled and installed, compile magpar as described below.

11.3 Manual Installation

Check for Required Software which is already preinstalled on your machine. For example, there are Pre-
compiled packages on Ubuntu/Debian available. Download, unpack, compile and install all other required
libraries in the order given below in the directory $PD. Some libraries are optional,and only required if you
want to try different linear solvers (e.g. hypre, SuperLU). It is highly recommended to use any machine
specific (vendor provided and highly optimized) libraries. On most high performance machines there are
optimized BLAS, LAPACK, and MPI libraries available (cf. FAQ : Optimized BLAS libraries). In this case
you just have to set the paths to your libraries properly, when you configure and compile various packages.

If you have trouble installing any of the required libraries, please check their respective installation guides/-
documentation/FAQs/website first. The URLs of their websites can be found on the Required Software

page.

11.4 ATLAS

For your convenience get one of the binary packages for your hardware platform from the stable branch of
ATLAS (unless you do already have Optimized BLAS libraries).
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cd SPD

# set 1lib with the name of your ATLAS library
lib=atlas3.6.0_Linux_PIIISSEl.tar.gz

tar xzvf $1ib

# create a symbolic link to the directory with the ATLAS binaries:

1In -s Linux_x* atlas

lapacklib=$PD/atlas/lib/liblapack.a

# rename (incomplete) lapack library provided by ATLAS (cf. LAPACK below)
mv S$lapacklib $lapacklib.atlas

11.5 LAPACK

Debian, RedHat and other distributors provide precompiled binaries of LAPACK. Try the Precompiled
packages on Ubuntu/Debian or check the web for availablility.

http://www.debian.org/distrib/packages
http://rpmfind.net/
http://www.redhat.com/

You may also recompile it from source:

# set Fortran compiler
# GNU GCC >=4.0 Fortran 77/95: gfortran
FC=gfortran; TIMER=INT_ETIME

#

# GNU GCC < 4.0 Fortran 77: g77
#FC=g77; TIMER=EXT_ETIME

#

# check that Fortran compiler works

SFC —--version

#

cd $PD

lib=lapack.tgz

wget http://www.netlib.org/lapack/$1lib

tar xzvf $1lib

cd lapack-x

cp INSTALL/make.inc.LINUX make.inc

#

# add CPU specific options to OPTS, e.g. -march=pentium4 -msse2 (cf. man gcc)
# set correct Fortran compiler (check additional options in make.inc!):
make "FORTRAN=$FC" "LOADER=S$FC" \

"TIMER=S$TIMER" \

"BLASLIB=$PD/atlas/lib/libf77blas.a $PD/atlas/lib/libatlas.a" \
"OPTS=-funroll-all-loops —-03 S$OOPTS" \

lapacklib

#

# run tests (optional)

make lapack_testing

Now we have to add the missing LAPACK functions to the ATLAS library:
(cf. $PD/atlass/README, Building a complete LAPACK library)

cd $PD/atlas/lib

cp $lapacklib.atlas $lapacklib
mkdir tmp; cd tmp

ar x $PD/lapack-=/lapack_LINUX.a
ar r ../liblapack.a *.0

cd ..; rm -rf tmp
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11.6 MPI

MPICH, OpenMPI, LAM/MPI, or any other MPI library, which implements the MPT standard (version
1 or 2) may be used.

You need rsh (recommended) or ssh to be installed and configured properly! Don’t forget to create a
".rhosts" file with the names of all machines (also your local machine!) in your home directory (cf. "man
rhosts"). The configuration can be tested with "rsh SHOSTNAME uname -a". You may also use ssh for
encrypted communication between processors.

The directory $PD/mpi/bin should be added to the $PATH variable. Update your login scripts, e.g. .bashrc,
Jogin, .profile, to make this permanent by appending the following code snippet:

PATH=$PD/mpi/bin:$PATH
export PATH

or the programs installed in $PD/mpi/bin should be copied to SHOME/bin or any other directory within
your $PATH, so that mpirun and other MPI tools can be called from the command line.

11.6.1 MPICH2

If ssh should be used instead of rsh for login on remote machines use "./configure -rsh=ssh" when com-
piling MPICH. In this case public key authentication should be configured for ssh to enable login without
passwords (cf. "man ssh").

The configure-script of MPICH will try both, rsh and ssh, and print a warning if neither service is configured
properly.

cd S$PD

lib=mpich2.tar.gz

wget -N --retr-symlinks ftp://ftp.mcs.anl.gov/pub/mpi/$1lib

# better download the latest version from

# http://www.mcs.anl.gov/research/projects/mpich2/

tar xzvf $1ib

#

# change into mpich2 subdirectory (adjust to the downloaded version)
cd mpich2-x

#

# use "ssm" (sockets and shared memory) for use on clusters of SMPs
# (communication on the same machine goes through shared memory;

# communication between different machines goes over sockets)

# instead of default "sock"

./configure --prefix=$PD/mpich2 --with-device=ch3:ssm 2>&1 | tee configure.log
#

make -j 1 2>&1 | tee make.log

make install 2>&l1 | tee install.log

#

# set symbolic link to MPICH installation directory

In -s mpich2 $PD/mpi

#

# Please refer to $PD/mpi/README or

# $PD/mpi/doc on how to use MPICH2 and

# start a ring of MPI’s process managers mpd!

Installation instructions for MPICH1 and LAM/MPI have been moved to the FAQ.

11.7 ParMetis

cd $PD
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lib=ParMetis-3.1.1
wget -N http://glaros.dtc.umn.edu/gkhome/fetch/sw/parmetis/$lib.tar.gz
tar xzvf $1ib

cd $1lib

make "CC=$PD/mpi/bin/mpicc" "LD=$PD/mpi/bin/mpicc"
#

# run tests (optional)

cd Graphs

$PD/mpi/bin/mpirun -np 4 ptest rotor.graph
# more tests in ParMetis-3.1.1/INSTALL

11.8 SUNDIALS

(SUNDIALS version 2.3.0)

Download the library from the SUNDIALS website (registration required).

cd $PD

lib=sundials-2.3.0

tar xzvf $lib.tar.gz

cd $(PD)/$1lib

# set compiler options (modify for your setup!)

# add CPU specific options, e.g. -march=pentium4 -msse2 (cf. man gcc)
CFLAGS="-03"

export CFLAGS

./configure —--prefix=$PD/$1ib --with-mpi-root=$PD/mpi

make && make -1 install

# (generates static libraries and installs libraries and include files
# in $PD/$1ib/libs and $PD/$1lib/include)

119 PETSc

(PETSc version 2.3.0 and later)

Starting with PETSc version 2.3.0 you have to use the automatic Python-based configure system, which
requires Python 2.2 or later. Please refer to the FAQ Installing Python if you need to install Python by hand.

cd $PD

lib=petsc-2.3.3-pl5

wget ftp://ftp.mcs.anl.gov/pub/petsc/release-snapshots/$lib.tar.gz
tar xzvf $lib.tar.gz

cd $1ib

#

# set environment variables

# (here: bash style - use "setenv" in sh/csh)
#

PETSC_DIR=$PD/$1ib

export PETSC_DIR

PETSC_ARCH=PETSc-config-magpar

export PETSC_ARCH

PRECISION=double

export PRECISION

#

# edit PETSc-config-magpar.py

# (select MPI, optional libraries, optimization options, etc.)
# use the templates in $PETSC_DIR/config/ for platforms other than Linux
# copy PETSc configuration script

# (needs to be a copy - must not be a symbolic link!)

#

cp $MAGPAR_HOME/src/PETSc-config-magpar.py $PETSC_DIR/config/
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#
# Run
# ./config/configure.py --help
# to see all command line options for configure.py.
#
# for static binaries edit
# SPETSC_DIR/bmake/PETSc-config-magpar/petscconf (recommended) :
# remove all occurences of "-lgcc_s" and add "-static" to the linker flags:
# CC_LINKER_FLAGS = -Wall -03 -static
#
./config/PETSc-config-magpar.py
make all
#

# run tests (optional)
make test

Alsorefertothe installation instructions onthe PETSc homepage!

11.10 TAO

magpar requires

(PETSc version 2.3.3 and TAO 1.9) (highly recommended) or
(PETSc version 2.3.2 and TAO 1.8.2) or

(PETSc version 2.3.0 and TAO 1.8) or

(PETSc version 2.2.1 and TAO 1.7) or

(PETSc version 2.2.0 and TAO 1.6)

lib=tao-1.9

wget -N http://www.mcs.anl.gov/research/projects/tao/download/$1lib
tar xzvf $1lib

TAO_DIR=$PD/$1lib; export TAO_DIR

cd $STAO_DIR

make

11.11 zlib

cd $PD

lib=z11ib-1.2.3

wget -N http://downloads.sourceforge.net/libpng/$lib.tar.gz
tar xzvf $lib.tar.gz

In -s $1ib zlib

cd $1ib

make CFLAGS="-0 —-fPIC" && make test

11.12 libpng

cd $PD

lib=1ibpng-1.2.33

wget -N http://downloads.sourceforge.net/libpng/$lib.tar.gz?download
tar xzvf $lib.tar.gz

In -s $1lib libpng

cd $lib

instdir=$(PD)/S$1lib
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./configure --prefix=$instdir --enable-shared=no 2>&l1 | tee configure.log
CFLAGS="-I$PD/z1ib"; export CFLAGS

LDFLAGS="-L$PD/z1ib"; export LDFLAGS

make 2>&1 | tee make.log

make install 2>&1 | tee makeinst.log

make check 2>&1 | tee makecheck.log

# alternatively use the old method with a static Makefile:

cp scripts/makefile.linux Makefile

make ZLIBLIB=../zlib ZLIBINC=../zlib && make test

11.13 magpar

Once all libraries are compiled and installed, compile magpar with

cd $MAGPAR_HOME/src
make

If everything compiled (hopefully) ok, you should get the executable magpar.exe.
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Sections:

* Makefile

* Makefile.in

* Makefile.in.defaults

¢ Makefile.in.host_debian
¢ Makefile.in.host_oldlibs
» Makefile.files

* Makefile.libs

12.1 Makefile

FHEHE AR A R R R R R R
# $Id: Makefile 3021 2010-03-27 21:57:50Z scholz $
B
#

This file is part of magpar.

Copyright (C) 2002-2010 Werner Scholz

WWW : http://www.magpar.net/
email: magpar (at)magpar.net

magpar is free software; you can redistribute it and/or modify

it under the terms of the GNU General Public License as published by
the Free Software Foundation; either version 2 of the License, or
(at your option) any later version.

magpar is distributed in the hope that it will be useful,

but WITHOUT ANY WARRANTY; without even the implied warranty of
MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
GNU General Public License for more details.

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
# You should have received a copy of the GNU General Public License

# along with magpar; if not, write to the Free Software

# Foundation, Inc., 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA
#
#

idssasisssasiisaas ittt asiisaaiiissasiisssiiiasaiiisasiiissniiisasiissi

magpar_exe = magpar.exe
magpar_revh = magpar_revision.h
magpar_verh = magpar_version.h

all: $(magpar_exe)

# (de)activate libraries, library versions, set paths, compiler flags, etc.
# imported from Makefile.in and Makefile.in.$HOSTNAME
include Makefile.in

# read list of files and other settings
include Makefile.files

magpar_rev=S$ (shell awk ’{print $$3}’ $ (magpar_revh) |sed "s/\"//"g)
magpar_ver=$ (shell awk ’{print $$3}’ $(magpar_verh) |sed "s/\"//"qg)

$ (magpar_revh) : FORCE
@r_old=$ (magpar_rev); \
if [ -d .svn ] && which svnversion >& /dev/null && svn —-u status >& /dev/null; then \
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r_new=‘svnversion‘; \

else \
r_old2=‘echo $Sr_old|sed "s/_mod//"g‘; \
r_new=""$Sr_old2"_mod"; \

fi; \

if [ "$$r_new" == "exported" ]; then \
r_old2=‘echo $$r_old|sed "s/_mod//"g‘; \
r_new=""$Sr_old2"_mod"; \

fi; \

if [ "$Sr_new" != "$Sr_old" ]; then \
echo ’#define MAGPAR_REVISION "’S$SSr_new’"’ > S@ ; \
echo "Recreated $Q for revision $S$r_new"; \

fi

# all x.c depend on grid+.h and the Makefile (due to #define) !
$ (magparobj): %$.0: $.c $(griddata) Makefile Makefile.in

$ (magpar_exe) : $(magparobij)
-$ (CLINKER) $ (magparobij) -o $(magpar_exe) $(TAO_LIB) $(PETSC_TS_LIB)
@echo ""; echo "Built magpar version $(magpar_ver) revision $(magpar_rev)"

# strip $ (magpar_exe)
include Makefile.devel

FORCE:

12.2 Makefile.in

FREAA AR R R R R R R R R R R R R R R
# $Id: Makefile.in 3020 2010-03-27 16:33:56Z scholz $
B R R R R R R R R R R R R R R

# include default settings ##########H#4H#FH#HERFHRAHHHFERFHHHHERFHRSHERHERSS
include Makefile.in.defaults

# include Makefile.in.SHOSTNAME ##################HHHHHHHMHHMHHHHIHIHHHHHHHHS

# set hostname if undefined
ifeqg ($(HOSTNAME),)

HOSTNAME=S$ (shell hostname)
endif

# possibly override various options (above) with those
# from machine specific Makefiles.in.$HOSTNAME

# check if file exists
exist := $(wildcard Makefile.in.$ (HOSTNAME) )
ifneqg ($(strip $(exist)),)
# include if it does
include Makefile.in.$ (HOSTNAME)
else
exist := $(wildcard addons/Makefile.in.$ (HOSTNAME))
ifneqg ($(strip $(exist)),)
# include if it does
include addons/Makefile.in.$ (HOSTNAME)
endif
endif

# PETSc #######44##H444##HE4HFHAEFHIHEAHHREAHRIHEAFHREEH IS EE SRS RS

ifeq ($(PETSC_VERSION),3.1.0)
PETSC_ARCH = PETSc-config-magpar
PETSC_DIR $(PD) /petsc-3.1-p0
TAO_DIR = FALSE
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# check if we compile for single processor only

petscconf=$ (PETSC_DIR)/$ (PETSC_ARCH) /include/petscconf.h

uni=$ (shell if [ —-e $(petscconf) ]; then grep "define *PETSC_HAVE_MPIUNI
endif

ifeq ($(PETSC_VERSION),3.0.0)

PETSC_ARCH = PETSc-config-magpar
PETSC_DIR = $(PD) /petsc-3.0.0-pl2
TAO_DIR = $(PD)/tao-1.10-pl

# check if we compile for single processor only

petscconf=$ (PETSC_DIR) /$ (PETSC_ARCH) /include/petscconf.h

uni=$ (shell if [ -e $(petscconf) ]; then grep "define *PETSC_HAVE_MPIUNI
endif

ifeq ($(PETSC_VERSION),2.3.3)

PETSC_ARCH = PETSc-config-magpar
PETSC_DIR = $(PD) /petsc-2.3.3-pl5
TAO_DIR = $(PD)/tao-1.9

# check if we compile for single processor only

petscconf=$ (PETSC_DIR) /bmake/$ (PETSC_ARCH) /petscconf.h

uni=$ (shell if [ —-e $(petscconf) ]; then grep "define *PETSC_HAVE_MPIUNI
endif

ifneq (S (TAO_DIR),FALSE)
file := $(TAO_DIR) /bmake/tao_common
exist := $(wildcard $(file))
ifneg ($(strip $(exist)),)
include $(file)

CFLAGS += —-DTAO
endif
else
ifeq ($(PETSC_VERSION),3.1.0)
file := $(PETSC_DIR)/conf/variables
exist := $(wildcard $(file))

ifneq ($(strip $(exist)),)
include $(file)

endif

file $ (PETSC_DIR) /conf/rules

exist := $(wildcard $(file))

ifneqg ($(strip $(exist)),)
include $(file)

endif
else
ifeq ($(PETSC_VERSION),3.0.0)
file := $(PETSC_DIR)/conf/base
exist := $(wildcard $(file))

ifneqg ($(strip $(exist)),)
include $(file)

endif

else
file := $(PETSC_DIR) /bmake/common/base
exist := $(wildcard $(file))

ifneqg ($(strip $(exist)),)
include $(file)
endif
endif
endif
endif

# SUNDIALS #########4444444444444HHHHHHHHHHHH BB S SHHHHHHHHHHHHHS

SUNDIALS_LIBS = -L$(SUNDIALS_DIR)/1lib -lsundials_cvode

ifeq ($(uni),)
UNIPROC = FALSE

x1m

%1"

X1

$ (petscconf) ;

$ (petscconf) ;

$ (petscconf) ;
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else

UNIPROC = TRUE

CFLAGS += —-DUNIPROC
endif

ifeg ($(UNIPROC), TRUE)

SUNDIALS_LIBS += -lsundials_nvecserial
else

SUNDIALS_LIBS += -lsundials_nvecparallel
endif

ifeq ($(SUNDIALS_VERSION),240)
# SUNDIALS version 2.4.0

SUNDIALS_DIR = $(PD) /sundials-2.4.0
CFLAGS += -DSUNDIALS_VERSION=$ (SUNDIALS_VERSION) -IS$(SUNDIALS_DIR)/include
endif

ifeqg ($(SUNDIALS_VERSION),230)
# SUNDIALS version 2.3.0

SUNDIALS_DIR = $(PD)/sundials-2.3.0
CFLAGS += —-DSUNDIALS_VERSION=$ (SUNDIALS_VERSION) -I$ (SUNDIALS_DIR)/include
endif

ifneqg ($(SUNDIALS_VERSION),FALSE)
EXTERNAL_LIB += $(SUNDIALS_LIBS)
endif

# other libraries ########4####HHHHHH#F#HHHEHFHAHHARHFHAHESRHHHHHSSHHHHESESSS

ifneq ($(METIS_DIR),FALSE)

EXTERNAL_LIB += -L$(METIS_DIR) -lmetis

CFLAGS += -DMETIS -I$(METIS_DIR)/METISLib
endif

ifneq ($(PNG_DIR),FALSE)
EXTERNAL_LIB += -L$(PNG_DIR) -L$(PNG_DIR)/1lib -lpng
CFLAGS += -DPNG -IS$ (PNG_DIR)

endif

ifneq ($(ZLIB_DIR),FALSE)
EXTERNAL_LIB += -L$(ZLIB_DIR) -1z
CFLAGS += -DZLIB -I$(ZLIB_DIR)
endif

ifneq ($(PYTHON) ,FALSE)
EXTERNAL_LIB += -L$ (PYTHON) /config/ -1$ (PYTHON)

CFLAGS += —-DPYTHON -I/usr/include/$ (PYTHON)
endif

12.3 Makefile.in.defaults

FhAd A R R
# $Id: Makefile.in.defaults 3016 2010-03-27 15:50:35Z scholz $

i
# default settings ######4##4HHHHHFFHEFHHFFHAHHRHHRHHHHFHHFHHHHHRFHRHHESHESHE

# magpar home directory
MAGPAR_HOME = $ (HOME) /work/magpar

# directory where the manually compiled libraries are installed
PD = $(MAGPAR_HOME) /libs

# directory of magpar source code
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MAGPAR_SRC = $ (MAGPAR_HOME) /src

# set floating point precision (single/double)

PRECISION=double
# select your PETSc version
# check Makefile.in for valid values

PETSC_VERSION = 3.0.0

# set to FALSE to disable
#TAO_DIR =

# set dummy
PETSC_XTRALIBS=

select your SUNDIALS version

(suitable TAO required!)

and update the path to your SUNDIALS installation directory;

#
#
# check Makefile.in for valid values
#
#

set to FALSE to disable
SUNDIALS_VERSION = 230

# select BLAS/ATLAS version
# below in the hardware specific section!

# select LAPACK version
liblapack=lapack-3.2.1

activate by setting correct path
deactivate by setting to FALSE
NB: libpng requires zlib!

HH H H I

# ParMetis is required!

METIS_DIR = $(PD) /ParMetis-3.1.1
ZLIB_DIR = $(PD)/zlib-1.2.4
PNG_DIR = $(PD)/libpng-1.4.1

#DRL: added these, will be used by PETSc,
#rather than assuming they are under $(PD)

ATLAS_DIR = D) /atlas/lib

MPI_DIR = $(PD) /mpi

###4## use SUPERLU for Axul=divM (experimental)
#CFLAGS += -DSUPERLU

# XOR

additional libraries #######dddddddaddddtttttttttttHHHHHHHHHHHHHHAEESSES

# magpar specific flags ##########4H##H##HFHEHFHHFHHHHHFHFHERHHHHHHHHHHHEHERHS

##### calculate exchange energy separately?

then the exchange energy is also slightly more accurate and

properly including K1 and K2 terms for both uniaxial and cubic anisotropy

to have anisotropy and exchange field and energy
saves two matrix-vector multiplications)
(for large K2)

#

# set define to have exchange field and energy calculated separately from
# anisotropy;

# the exchange energy is stored in a separate column in the log file;
# calculation of the anisotropy energy for cubic anisotropy is done
#

# (important especially for large K2!)

#

# undefine (comment out)

# combined (slightly faster:

# anisotropy energy might be very inaccurate

# K2 term of uniaxial anisotropy is ignored!

#

# dlsable

#EXCH = FALSE

# enable
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EXCH = TRUE

ADDONS = FALSE
SPINTORQ = FALSE
EBM = FALSE
PYTHON = FALSE

SVNSERVER = 300.300.300.300 # dummy
DOXYGEN_ALIASES = ’revlink{1l}=\1"

# compiler flags ########4HHHHHHHHFHHIFHHFFHAHERHHHAHHHFHHSEHHERSHRSHESHESSS
CFLAGS += —-Wunused

# Adjust the following variables according to your hardware ###########H#####

# set filename of requested ATLAS library (precompiled binary)

# for your hardware check ATLAS download page for available versions:
# http://sourceforge.net/project/showfiles.php?group_id=23725

#

libatlas = atlas3.6.0_Linux_ PIIISSEl.tar.gz

# general optimization options

#

# used during PETSc compilation and then immutable
# use CFLAGS to change compile options later

#

OPTFLAGS += -02

#OPTFLAGS += -03

# CPU specific compiler options for GCC >= 3.0

#

#OPTFLAGS += -march=pentium4 -msse -msse2 -mfpmath=sse
#OPTFLAGS += -march=pentium-m -msse -msse2 -mfpmath=sse

#OPTFLAGS += -march=athlon -m3dnow -mfpmath=sse
#OPTFLAGS += -march=athlon-xp -m3dnow -mfpmath=sse
#OPTFLAGS += -march=opteron -msse -msse2 -mfpmath=sse -m64
#OPTFLAGS += -march=nocona -msse2 -mfpmath=sse -m64

# for Mac O0S X on an iBook G4 (cf. FAQ in documentation)
#
#OPTFLAGS += —-mcpu=7450 -02 -arch=G4 -faltivec

# more (possibly unsafe!) optimizations (for newer gcc versions)

# (inspired by Acovea: http://www.coyotegulch.com/products/acovea/

#

#OPTFLAGS += -ffast-math

# ——fast-math implies:

# —-fno-math-errno -funsafe-math-optimizations —-ffinite-math-only -fno-trapping-math
#OPTFLAGS += —funroll-loops -ftree-loop-linear

#OPTFLAGS += —-ftree-vectorize —-ftracer -fvariable-expansion-in-unroller

#OPTFLAGS += —funsafe-loop-optimizations -Wunsafe-loop-optimizations

# compiler options for development/debugging

#

#OPTFLAGS += -pedantic -msg_enable noansi -msg_enable obsolescent
#OPTFLAGS += -msg_enable performance -msg_enable portable

#OPTFLAGS += -msg_enable overflow -msg_enable questcode

#OPTFLAGS += -msg_enable unused #-msg_enable returnchecks

#OPTFLAGS += —fbounds-check # currently only supported by gcj and gfortran

# set Fortran compiler

# default: gfortran

# use g77 on old Linux distributions

# g77 usually requires libg2c (uncomment PETSC_XTRALIBS below)
#

#FC = g77
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#PETSC_XTRALIBS=/usr/lib/gcc-1ib/1386-redhat-1inux/2.96/1libg2c.a

# link static magpar binary
#STATIC = TRUE

12.4 Makefile.in.host_debian

example Makefile.in.$HOST for a machine running Debian testing (lenny/sid)

#

#

# using Debian packages:
# libatlas—-$SATLAS_ARCH-dev (ATLAS_ARCH=base, 3dnow, sse, or sse2) - see below
# libmpichl.0-dev
# mpichbin

# libparmetis-dev
# libpngl2-dev
# zliblg-dev

#

#

#

Debian packages need to be installed first:
apt-get install libmpichl.O-dev libparmetis-dev libpngl2-dev zliblg-dev

METIS_DIR =

EXTERNAL_LIB += —-lmetis

CFLAGS += -DMETIS -I/usr/include/metis

PNG_DIR = /usr/lib

ZLIB_DIR = /usr/lib

MPI_DIR = /usr/lib/mpich

# ATLAS packages: includes full BLAS and LAPACK

#

# Debian has different ATLAS packages optimized for different optimized
# instruction sets. Check the processor flags in /proc/cpuinfo to find out
# which extensions your processor supports, and install the appropriate
# package.

#

# apt—-get install libatlas3-$ATLAS_ARCH-dev

#

# ATLAS_ARCH should be set to the highest-performing vectorized math implementation
# that your system is capable of, in decreasing order of preference:
#

# optimized packages:

#

# ATLAS_ARCH comment

# ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
# sse2 AMD/Intel processors with SSE2 extensions (32-bit mode)
# sse AMD/Intel processors with SSE extensions (32-bit mode)
# 3dnow AMD processors with 3dnow extensions (32-bit mode)

# altivec PowerPC processors

# evb Alpha processors

# v9 Sparc processors

#

#ATLAS_ARCH = sse2

#ATLAS_DIR = /usr/lib/$ATLAS_ARCH/atlas

#EXTERNAL_LIB += -L/usr/lib/S$ATLAS_ARCH -latlas

#

# generic package:

#

# ATLAS_ARCH comment

# _________________________________________________________________
# base generic for 1386 compatible processors and

# for AMD/Intel 64-bit processors in 64-bit mode

#

ATLAS_ARCH = generic

ATLAS_DIR = /usr/lib/atlas
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EXTERNAL_LIB += -latlas

12.5 Makefile.in.host_oldlibs

# example Makefile.in.$HOST using older libraries

# override settings in Makefile.in.defaults
libatlas = atlas3.6.0_Linux_HAMMER64SSE2.tar.gz
liblapack=lapack-3.1

METIS_DIR =3 PD)/ParMetlS 3.1
PNG_DIR $(PD) /libpng-1.2.22
ZLIB_DIR = $(PD)/zlib-1.2.3

# override settings in Makefile.in
PETSC_VERSION = 2.3.3-p4

PETSC_ARCH = PETSc-config-magpar
PETSC_DIR $(PD) /petsc—$ (PETSC_VERSION)
TAO_DIR $(PD) /tao-1.9

# set Fortran compiler

# use g77 on old RedHat

FC = g77
PETSC_XTRALIBS=/usr/lib/gcc-1ib/i386-redhat-1inux/2.96/1libg2c.a

12.6 Makefile.files

FHEHHE AR AR AR A A R R R
# $Id: Makefile.files 3001 2010-03-15 15:22:36Z scholz $
FhAd A A A A R R R R R R o

griddata = griddata.h

magparobj = main.o
main.o: $(magpar_verh) $ (magpar_revh)

initdir = init
initobj $(initdir)/destroyinit.o \
S (initdir)/distortmesh.o \

S (initdir) /elevertvol.o \
$(initdir)/facnb.o \
$(initdir)/filterelements.o \
$(initdir)/filternodes.o \
$(initdir) /initinfo.o \
$(initdir)/maginit.o \
$(initdir) /magset.o \

$(initdir) /modifyprop_par.o \

S

$(

S

S

S

S

S

S

initdir) /modifyprop_ser.o \
initdir)/movedata.o \
initdir)/parinit.o \
initdir) /parteleser.o \
initdir)/regrefine.o \
initdir)/reorder.o \
initdir)/serinit.o \
initdir) /vertprop.o
magparobj += $(initobj)

$(initdir)/initinfo.o: $ (magpar_verh)
fielddir field

fieldobj = $(fielddir) /bele.o \
$(fielddir) /hdemag.o \
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$(fielddir) /hexch_ani.o \
$(fielddir) /hcubic.o \
$(fielddir) /helastic.o \
S (fielddir) /hexternal.o \
S (fielddir) /hext_cu.o \

S (fielddir) /hext_ho.o \
$S(fielddir) /hext_kg.o \
$(fielddir) /hext_py.o \

S (fielddir) /htot.o \

S (fielddir) /hstep_file.o

magparobj += $(fieldobj)

$(fielddir) /hdemag.o: $(fielddir)/bmatrix.c

iodir = io

ioobj $(iodir) /readinp.o \
(iodir) /readmesh.o \
(iodir) /readkrn.o \
(iodir) /readpatran.o \
(iodir) /writedata.o \
(iodir) /writedataavs.o \
(iodir) /writedatadat.o \
(
(
(
$

iodir) /writefemavs.o \
iodir) /writelog.o \
iodir) /writelog_pid.o
(io0b7j)

$
$
$
$
$
$
$
$
$

magparobj +=

utildir util
utilobj = S$(utildir)/area.o \
$(utildir) /ascat.o \
(utildir)/axesrot.o \
(utildir) /barycent.o \
(utildir) /bbox2.0 \
(utildir) /calAfe2fe.o \
(utildir) /calAfe2sg.o \
(utildir) /calAsg2fe.o \
(utildir) /calcbbox.o \
(utildir) /cart2sphere.o \
(utildir) /distint.o \
(utildir)/distortvec.o \
(utildir) /distpointline.o \
(utildir)/ipol.o \
(
(
(
(
(
(
(
(
(
(
$

utildir)/matviewstruct.o \
utildir) /matcreatesegadj.o \
utildir)/mesh2dual.o \
utildir) /printmatinfo.o \
utildir) /progressbar.o \
utildir) /renormvec.o \
utildir)/solidangle.o \
utildir)/syncffprintf.o \
utildir) /tettri.o \

utildir) /vecsetvec.o

$
$
$
$
$
$
$
$
$
$
$
$
$
$
$
$
$
$
$
$
$
$

magparobj += $(utilobij)
llgdir = 1llg
1lgobj = $(llgdir)/myllgjacobian.o \

$(llgdir)/calc_dMdt.o

ifneqg ($(SUNDIALS_VERSION),FALSE)

1lgobj +=$(1llgdir) /checkiterationllg.o \
$(llgdir) /mytscreatepvode.o \
$(llgdir) /mytssteppvode.o \
$(llgdir) /precond.o \
$(llgdir)/rhsfunction.o \
$(llgdir) /writelog_pvode.o

endif

magparobj += $(llgobj)

Generated on Tue Apr 20 11:54:17 2010 for magpar by Doxygen



12.6 Makefile.files

59

ifneq ($(TAO_DIR),FALSE)

eminidir = emini

eminiobj = $(eminidir)/checkiterationemini.o \
S (eminidir) /eminisolve.o

magparobj += $(eminiobj)

endif

ifneq ($(PNG_DIR),FALSE)

pngdir = png

pngobj = $(pngdir) /writedatapng.o \
$(pngdir) /writedatapng2.o \
$ (pngdir) /writepng.o

magparobj += $(pngobj)

endif

ifeq ($ (EBM) , TRUE)

ifneqg ($(SUNDIALS_VERSION),FALSE)
CFLAGS += -DEBM
include ebm/Makefile.in

endif

endif

ifeq ($ (ADDONS) , TRUE)
ENABLED_SECTIONS = addons
CFLAGS += —-DADDONS
addonsdir = addons
include $ (addonsdir)/Makefile.in

llg2dir = 1llg2

11g20bj = $(llg2dir)/myts2.0 \
$(1lg2dir) /checkiteration2.o

magparobj += $(llg2o0bij)

llgtsdir = 1llgts

llgtsobj = $(llgtsdir)/mytscreate.o \
$(llgtsdir) /checkiterationllgts.o

magparobj += $(llgtsobj)

browndir = brown
brownobj = $(browndir) /brown.o
magparobj += $ (brownobij)

endif

ifeq ($(SPINTORQ), TRUE)
CFLAGS += -DSPINTORQ

spintorgdir = spintorg
include $ (spintorqgdir)/Makefile.in
endif

# other settings ########44HHH#HHFHFHHHHHHHEHFHAHHHHHFHHHHERHHHHHHSHHHHEESRHS

ifeqg ($(EXCH),TRUE)
CFLAGS += -DEXCH
endif

# append default CFLAGS (maybe set to "CFLAGS += -I. -o $Q@")
CFLAGS += -I.

# configure for linking static executable if requested
ifeq ($(STATIC), TRUE)
EXTERNAL_LIB += —-static

SL_LINKER_LIBS := $(SL_LINKER_LIBS:-lgcc_s=)

BLASLAPACK_LIB := $(BLASLAPACK_LIB:-lgcc_s=)

PCC_LINKER_LIBS:= $ (PCC_LINKER_LIBS:-lgcc_s=)

FC_LINKER_LIBS := $(FC_LINKER_LIBS:-lgcc_s=)
endif
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12.7 Makefile.libs

FhA A R R R R
# $Id: Makefile.libs 3048 2010-04-07 19:53:247 scholz $

FhAd A R R
#

This file is part of magpar.
Copyright (C) 2002-2010 Werner Scholz

WWW : http://www.magpar.net/
email: magpar (at)magpar.net

magpar is free software; you can redistribute it and/or modify

it under the terms of the GNU General Public License as published by
the Free Software Foundation; either version 2 of the License, or
(at your option) any later version.

magpar is distributed in the hope that it will be useful,

but WITHOUT ANY WARRANTY; without even the implied warranty of
MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
GNU General Public License for more details.

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
# You should have received a copy of the GNU General Public License

# along with magpar; if not, write to the Free Software

# Foundation, Inc., 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA
#
#

FHAH A A R A R R R R

# set Fortran compiler

# GNU GCC >=4.0 Fortran 77/95: gfortran
FC=gfortran

TIMER=INT_ETIME

#

# GNU GCC < 4.0 Fortran 77: g77

#FC=g77

#TIMER=EXT_ETIME

# Modify Makefile.in, Makefile.in.S$SHOSTNAME:
# Update variables, paths to required libraries, compiler options, etc.

# get desired configuration
include Makefile.in

# Tell make to export all variables to child processes by default.

# http://www.cs.utah.edu/dept/old/texinfo/make/make.html#SEC62

export

all: atlas lapack zlib libpng mpi parmetis sundials petsc tao

others: atlas_compile gmp mpfr gcc mgridgen python numpy matplotlib scotch

mingw: lapack_mingw parmetis_mingw sundials_mingw petsc_mingw zlib_mingw libpng_mingw
.PHONY: all otherss mingw atlas atlas_compile lapack mpi mpich2 mvapich2 mpich2 openmpi parmetis mgridgen
FHEFE AR

# GMP

FHEFE A

# http://gmplib.org/

gmplib=$ (PD) /gmplib/

# latest version is: 4.3.1
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gmp: $(gmplib)

$ (gmplib) :
gmprel=4.2.2; \

cd $(PD); \
lib=gmp-$$gmprel; \

if [ ! -e $$lib.tar.gz ]; then wget -N ftp://ftp.gnu.org/gnu/gmp/$$lib.tar.gz; f£i; \
if [ ! =d $$1ib ] ; then gunzip -c $$lib.tar.gzl|tar xv ; fi ; \

cd $$1ib; \

instdir=$ (PD) /gmp_S$S$gmprel; \

./configure --prefix=$$instdir 2>&1 | tee configure.log; \

$(MAKE) 2>&1 | tee make.log; \

$ (MAKE) check 2>&1 | tee makecheck.log; \
$ (MAKE) install 2>&1 | tee makeinst.log; \
In -s $S$instdir $(PD) /gmp

FHEFER AR
# MPFR
FHEFFH A AE AR

# http://www.mpfr.org/
mpfrlib=$ (PD) /mpfrlib/

# latest version is: 2.4.2

mpfr: $(mpfrlib)

S (mpfrlib) :

mpfrrel=2.3.1; \

cd $(PD); \

lib=mpfr-$Smpfrrel; \

if [ ! —e $$lib.tar.gz ]; then wget -N http://www.mpfr.org/mpfr—-current/$$lib.tar.gz; fi; \
if [ ! -d $$1ib 1 ; then gunzip -c $$lib.tar.gzl|tar xv ; fi ; \

cd $$1ib; \

instdir=$ (PD) /mpfr_S$Smpfrrel; \

./configure --with-gmp=$(PD)/gmp --prefix=$$instdir 2>&1 | tee configure.log; \
S (MAKE) 2>&1 | tee make.log; \

$ (MAKE) check 2>&1 | tee makecheck.log; \

$(MAKE) install 2>&1 | tee makeinst.log; \

In —-s $$instdir $(PD)/mpfr

FHAF R AR
# GCC
A A A A A A A A

# http://gcc.gnu.org/mirrors.html
# ftp://mirrors.laffeycomputer.com/pub/gcc.gnu.org/pub/gcc/releases/

gccbin=$ (PD) /gcc/bin/gcc

# latest version is: 4.4.2

gcc: $(gccbin)

$ (gccbin) ¢

gccrel=4.3.0; \

cd $(PD); \

srcdir=$ (PD) /gccsrc—$S$gccrel; \

mkdir $S$srcdir; \

cd $$srcdir; \

ftpserv=http://mirrors.usc.edu/pub/gnu/gcc/; \

for i in core fortran g++ ; do \
lib=gcc-$$i-$S$gccrel.tar.bz2; \

if [ ! —e $$1ib ]; then wget -N $Sftpserv/gcc-$Sgccrel/$$1lib; fi; \
bunzip2 -c $$lib | tar xvf —-; \
done; \

instdir=$ (PD) /gcc-$S$gccrel; \

cd gcc-$$gccrel; \

./configure —--with-gmp=$ (PD)/gmp —--with-mpfr=$ (PD)/mpfr —-prefix=$$instdir 2>&1 | tee configure.log; \
$(MAKE) 2>&1 | tee make.log; \

$(MAKE) install 2>&1 | tee makeinst.log; \
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In -s $$instdir $(PD)/gcc

SEAE A4 A A A A A A A A A
# ATLAS
A A4 A 39 A A A A A A A A

atlaslib = $(PD)/atlas/lib/libatlas.a
atlas: $(atlaslib)

S (atlaslib) :

cd $(PD); \

if [ -n "$Slibatlas" ]; then lib=$(libatlas); \

else lib=atlas3.6.0_Linux_PIIISSEl.tar.gz; \

fi; \

if [ ! —-e $$1ib ]; then wget -N http://downloads.sourceforge.net/math-atlas/$$1ib; fi; \
arctype=‘file $$1lib | awk ’{print $$2}'' ; \

echo $$1ib; \

if [ ! -d $$1lib ] ; then $$Sarctype -d -c $$1lib | tar xvf - ; fi ; \

atlasdir=‘$Sarctype -d -c $$1lib | tar tf - |grep libatlas.a‘ ; \

atlasdir=‘dirname $$Satlasdir‘; atlasdir=‘dirname S$S$atlasdir‘; \
rm —-f atlas; 1ln -s -f $Satlasdir atlas; \
mv $(lapacklib) $(lapacklib) .atlas

atlas_compile:
instdir=$(PD) /atlas; \
cd $(PD); \
mkdir -p $$instdir; \
lib=atlas3.9.17.tar.bz2; \
if [ ! -e $$1ib ]; then wget -N http://downloads.sourceforge.net/math-atlas/$$1ib; fi; \
bunzip2 -c $$lib | tar xvf —-; \
cd $(PD)/atlas; \
$(PD) /ATLAS/configure $(atlasgcc) 2>&1 | tee configure.log; \
$(MAKE) -3 1 2>&1 | tee make.log; \
(MAKE) check 2>&1 | tee make_check.log; \
(MAKE) ptcheck 2>&1 | tee make_ptcheck.log; \
(MAKE) test 2>&1 | tee make_test.log; \
S (MAKE) time 2>&1 | tee make_time.log; \
In -s -f Linux_x atlas; \
mv $(lapacklib) $(lapacklib).atlas

$
$
$

FHAF R AR
# LAPACK
A A A A A A A A

lapacklib2 = $(PD)/$(liblapack) /lapack_LINUX.a

$(lapacklib2): $(atlaslib)

$(FC) --version

cd $(PD); \

lib=$(liblapack); \

if [ ! —e $$lib.tgz ]; then wget -N http://www.netlib.org/lapack/$$lib.tgz; fi; \
if [ ! -d $$1ib 1 ; then gunzip -c $$lib.tgzltar xv ; fi ; \

cd $(liblapack); \

mtmpl=INSTALL/make.inc.gfortran; \

cp $Smtmpl make.inc; \

S (MAKE) "FORTRAN=S (FC)" "LOADER=S$ (FC)" \
"TIMER=S ( TIMER)" \
"BLASLIB=$ (PD) /atlas/lib/libf77blas.a $(PD)/atlas/lib/libatlas.a" \

"OPTS:—funroll all-loops $(OPTFLAGS)" \
"NOOPT=$ (NOOPT) " \
lapacklib 2>&1 | tee make.log; \

lapacklib = $(PD)/atlas/lib/liblapack.a
lapack: $(lapacklib2) $(lapacklib)

$ (lapacklib): $(atlaslib) FORCE

cd $(PD)/atlas/lib; \

cp $(lapacklib) .atlas $(lapacklib); \
mkdir tmp; cd tmp; \

ar x $(PD)/$(liblapack) /lapack_LINUX.a; \
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ar r ../liblapack.a *.0; \
cd ..; rm —rf tmp

lapack_mingw: FORCE
cd $(PD); \
liblapack=lapack-3.1.1; \
lib=$$liblapack; \
if [ ! -e $$lib.tgz ]; then wget -N http://www.netlib.org/lapack/$$lib.tgz; fi; \
if [ ! -d $$1ib ] ; then gunzip -c $$lib.tgzltar xv ; fi ; \
cd $Sliblapack; \
mtmpl=make.inc.example; \
cp $Smtmpl make.inc; \
$ (MAKE) "FORTRAN=g77" "LOADER=g77" \
"TIMER=EXT_ETIME" \
"OPTS=-funroll-all-loops $ (OPTFLAGS) -mno-cygwin" \
blaslib lapacklib 2>&1 | tee make.log; \
cp blas_LINUX.a libblas.a; \
cp lapack_ LINUX.a liblapack.a

FHAFE AR A S
# MPI
FHEF

# select requested mpi library here (choose from targets below)
mpiimp=mpich2

mpilib=$ ($ (mpiimp) lib)
mpi: $(mpiimp)

FHAF AR
# MPICH2
A A

mpich2lib = $(PD)/mpich2/1lib/libmpich.a
mpich2: $(mpich2lib)
S (mpich21ib) :
cd $(PD); \
lib=1.2.1pl; \
if [ ! -e mpich2-$$lib.tar.gz ]; then wget -N —--retr-symlinks http://www.mcs.anl.gov/research/projects/mpi
if [ ! —e mpich2-$$lib.tar.gz ]1; then \
1ib=1.2.1; \
echo "Automatic fallback to older version mpich2-$$1ib"; \
wget -N —-retr-symlinks ftp://ftp.mcs.anl.gov/pub/mpi/mpich2-$$1lib.tar.gz; \
fi; \
if [ ! -d mpich2-$$1ib ] ; then gunzip -c mpich2-$$lib.tar.gz|tar xv ; fi ; \
cd mpich2-$$1ib; \
instdir=$ (PD)/$ (mpiimp); \
./configure —-prefix=$$instdir —--with-device=ch3:ssm 2>&1 | tee configure.log; \
echo "Enforcing ’"—-j 1’ because of problems"; \
echo "with simultaneous/parallel make jobs"; \
$S(MAKE) -3 1 2>&1 | tee make.log; \
$ (MAKE) install 2>&1 | tee makeinst.log; \
cd ..; 1In -s $(mpiimp) mpi

FHAF AR
# MVAPICH2 1.0.X
A4 A A A A A A A

mvapich20lib = $(PD)/mvapich2o0/1lib/libmpich.a
mvapich2o0: $ (mvapich2o0lib)

$ (mvapich2o0lib) :

cd $(PD); \

lib=mvapich2-1.1; ext=tar.gz; \

pl= ; \
if [ ! —e $$1lib$$pl.tar.gz ]; then wget -N —--retr-symlinks http://mvapich.cse.ohio-state.edu/download/mvar
if [ ! —=d $$lib ] ; then gunzip -c $$1ib$S$pl.SSext|tar xv ; fi ; \
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cd $$1ib; \

instdir=$ (PD)/$ (mpiimp); \

unset CFLAGS; export PREFIX=$$instdir; export OPEN_IB_HOME=/usr; export F77=$(FC); export F90=$(FC); \
./make.mvapich2.ofa | tee configure.log; \

cd ..; 1In -s $(mpiimp) mpi

# ./configure —--prefix=$$instdir --with-device=osu_ch3:mrail:ssm --with-rdma=gen2 --with-pm=mpd --disable-
# $(MAKE) 2>&1 | tee make.log; \
# $(MAKE) install 2>&1 | tee makeinst.log

[didsdddsdsadtad ek adtsdddd
# MVAPICH2 1.2 and later
FHEFEE AR AR

mvapich2lib = $(PD)/mvapich2/lib/libmpich.a
mvapich2: $(mvapich2lib)

$ (mvapich2lib) :

cd $(PD); \

lib=mvapich2-1.4; ext=tgz; \

pl=; \
if [ ! —e $$1ib$$pl.tar.gz ]; then wget -N —-retr-symlinks http://mvapich.cse.ohio-state.edu/download/mvar
if [ ! -d $$1lib ] ; then gunzip -c $$1ib$S$pl.S$Sext|tar xv ; fi ; \

cd $$1ib; \

instdir=$(PD)/$ (mpiimp); \

./configure —--prefix=$$instdir 2>&1 | tee configure.log; \
S (MAKE) 2>&1 | tee make.log; \

$ (MAKE) install 2>&1 | tee makeinst.log; \

cd ..; 1In -s $(mpiimp) mpi

FHEHER AR
# MPICH1
FHEFAR AR

mpichllib = $(PD)/mpichl/lib/libmpich.a

mpichl: $ (mpichllib)

$ (mpichllib) :

cd $(PD); \

lib=mpich-1.2.7p1; \

if [ ! -e $$lib.tar.gz ]; then wget -N --retr-symlinks ftp://ftp.mcs.anl.gov/pub/mpi/$$lib.tar.gz; £fi; \
if [ ! -d $$1ib 1 ; then gunzip -c $$lib.tar.gzl|tar xv ; fi ; \
cd $$1ib; \

instdir=$ (PD) /$ (mpiimp); \

./configure | tee configure.log; \

S (MAKE) 2>&1 | tee make.log; \

$ (MAKE) testing 2>&1 | tee makeinst.log; \

./bin/mpiinstall --prefix=$$instdir; \

cd ..; 1In -s $(mpiimp) mpi

FHEFH R
# OpenMPI
FHEH RS R

openmpilib = $(PD)/openmpi/lib/libopenmpi.a
openmp